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Abstract—The $\mathcal{F}$ composite fading model was recently proposed as an accurate and tractable statistical model for the characterization of the composite fading conditions encountered in realistic wireless communication scenarios. In the present contribution we capitalize on the distinct properties of this composite model to derive an analytical framework to evaluate the achievable channel capacity over $\mathcal{F}$ composite fading channels under different channel state information (CSI) assumptions. To this end, we first consider that CSI is known only at the receiver, for which we derive novel analytic expressions for the channel capacity under optimum rate adaptation as well as for the corresponding effective capacity. Then, by considering that CSI is known both at the transmitter and at the receiver, we derive novel analytic expressions for the channel capacity under optimum power and rate adaptation, channel inversion with fixed rate and truncated channel inversion with fixed rate. The derived analytic expressions for the considered scenarios are provided in closed-form and benefit from being tractable both analytically and numerically. This enables the derivation of simple bounds as well as analytic expressions which are shown to be useful as they provide meaningful insights on the effect of fading conditions and/or latency on the overall system performance.

Index Terms—Channel capacity, channel state information, composite fading channel, effective capacity.

I. INTRODUCTION

It is well-known that wireless transmission is subject to multipath fading which is mainly caused by the constructive and destructive interference between two or more versions of the transmitted signal. Since multipath fading is typically detrimental to the performance of wireless communications systems, it is important to characterize and model multipath fading channels accurately in order to understand and improve their behavior. In this context, numerous fading models such as Rayleigh, Rice and Nakagami-$m$ have been utilized in an attempt to characterize multipath fading, depending on the nature of the radio propagation environment [1–4].

Based on the above, extensive analyses on the performance of various wireless communication systems have been reported in [5–48] and the references therein. Specifically, the authors in [5–7] introduced the concepts of capacity analysis under different adaptation policies and carried out an extensive analysis over Rayleigh and Nakagami-$m$ fading channels. Likewise, the ergodic capacity over correlated Rician fading channels and under generalized fading conditions was investigated in [8] and [9], respectively. In the same context, comprehensive capacity analyses over independent and correlated generalized fading channels were performed in [10–12] for different diversity receiver configurations. Also, a lower bound for the ergodic capacity of distributed multiple input multiple output (MIMO) systems was derived in [13], while the effective throughput over generalized multipath fading in multiple input single output (MISO) systems was analyzed in [14].

In most practical wireless scenarios, the transmitted signal may not only undergo multipath fading, but also simultaneous shadowing. Shadowing can be typically modeled with the aid of lognormal, gamma, inverse Gaussian and inverse gamma distributions [15–20]. Following from this, the simultaneous occurrence of multipath fading and shadowing can be taken into account using any one of the composite fading models, introduced in the open technical literature [21–25]. Capitalizing on this, the performance of digital communications systems over composite fading channels has been analyzed in [29–45]. The majority of these contributions are concerned with analyses relating to outage probability and error analyses in conventional and diversity based communication scenarios. A corresponding analysis of the channel capacity has only been partially addressed. Many of the existing studies are either limited to an ergodic capacity analysis for the case of independent and correlated fading channels in conventional, relay and multi-antenna communication scenarios or to the effective capacity and channel capacity under different adaptation policies for the case of conventional communication scenarios. In addition, these analyses have been comprehensively addressed only for the case of gamma distributed shadowing and partially for composite models based on lognormal or IG shadowing.
effects.

Motivated by this, the authors in [49] recently proposed the use of the Fisher-Snedecor \( F \) distribution to describe the composite fading conditions encountered during realistic wireless transmission. This composite model is based on the key assumption that the root mean square (rms) power of a Nakagami-\( m \) signal is subject to variation induced by an inverse Nakagami-\( m \) random variable (RV). It was shown in [49] that this assumption renders the \( F \) fading model capable of providing a better fit to measurement data than the widely used generalized-\( K \) fading model. Additionally, the algebraic representation of the \( F \) composite fading distribution is fairly tractable and simpler than that of the generalized-\( K \) distribution, which until now has largely been considered the most analytically tractable composite fading model.

As a result, this model is characterized by its distinct combination of accurate modeling capability and algebraic tractability. In the present contribution, a comprehensive framework for the capacity analysis over \( F \) composite fading channels is provided. The main contributions of the this paper are summarized below:

- We derive additional analytic expressions for the key statistical metrics of the \( F \) composite fading model. These formulations are generic and thus, well suited to information-theoretic analyses, such as those in the present contribution.
- We quantify the channel capacity under \( F \) composite fading conditions assuming that CSI is known only at the receiver. Based on this, we derive novel exact closed-form expressions for the corresponding channel capacity with optimum rate adaptation (\( C_{\text{ORA}} \)) and effective capacity (\( C_{\text{eff}} \)) measures.
- Capitalizing on the above, we derive accurate approximations and tight bounds for the considered (\( C_{\text{ORA}} \)) and effective capacity (\( C_{\text{eff}} \)) measures. These expressions are particularly simple and provide useful theoretical and practical insights into the impact of multipath fading and shadowing on the overall system performance.
- We quantify the channel capacity under \( F \) composite fading conditions assuming that CSI is known both at the transmitter and at the receiver. Based on this, we derive novel exact closed-form expressions for the corresponding channel capacity with optimum power and rate adaptation (\( C_{\text{OPRA}} \)), the channel inversion and fixed rate (\( C_{\text{CFR}} \)) and with truncated channel inversion and fixed rate (\( C_{\text{TIFR}} \)).

Then, we derive accurate approximations and tight bounds for the considered cases, which are rather simple and insightful.

- We also derive analytic expressions for the optimum cut-off SNR (\( \gamma_0 \)) for the considered \( C_{\text{OPRA}} \) case.
- We utilize all of these results to provide a quantification of the channel capacity limits for different fading conditions. This provides numerous insights which are expected to be useful in the design and deployment of communication systems in the context of emerging wireless applications, such as body area networks and vehicular communications, to name but a few.

The remainder of the paper is organized as follows: In Section II, we briefly review and redefine the \( F \) composite fading model. Then an analytical framework for the capacity analysis over \( F \) composite fading channels is derived in Section III. Section IV provides some numerical results while Section V presents some concluding remarks.

II. THE \( F \) COMPOSITE FADING MODEL

Similar to the physical signal model proposed for the Nakagami-\( m \) fading channel [51], the received signal in an \( F \) composite fading channel is composed of separable clusters of multipath in which the scattered waves have similar delay times, with the delay spreads of different clusters being relatively large. However, in contrast to the Nakagami-\( m \) signal, in an \( F \) composite fading channel, the rms power of the received signal is subject to random variation induced by shadowing. Based on this, the received signal envelope, \( R \), can be expressed as

\[
R = \sqrt{\sum_{i=1}^{m} \alpha_i^2 I_i^2 + \alpha_i^2 Q_i^2},
\]

where \( m \) represents the number of clusters of multipath, \( I_i \) and \( Q_i \) are independent Gaussian RVs which denote the in-phase and quadrature phase components of the multipath cluster \( i \), respectively, where

\[
\mathbb{E}[I_i] = \mathbb{E}[Q_i] = 0
\]

and

\[
\mathbb{E}[I_i^2] = \mathbb{E}[Q_i^2] = \sigma_i^2,
\]

with \( \mathbb{E}[\cdot] \) denoting statistical expectation. In (1), \( \alpha_i \) is a normalized inverse Nakagami-\( m \) RV where \( m_\alpha \) is the shape parameter and \( \mathbb{E}[\alpha_i^2] = 1 \), such that

\[
f_\alpha(\alpha_i) = \frac{2(m_\alpha - 1)^{m_\alpha} \exp\left(-\frac{m_\alpha - 1}{\alpha_i^2}\right)}{\Gamma(m_\alpha) \alpha_i^{2m_\alpha+1}},
\]

where \( \Gamma(\cdot) \) represents the gamma function [51, eq. (8.310.1)].

Following the approach in [39], we can obtain the corresponding PDF of the received signal envelope, \( R \), in an \( F \) composite fading channel, namely

\[
f_R(r) = \frac{2 m^m (m_\alpha - 1)^{m_\alpha} \Omega^{m_\alpha + 2m_\alpha - 1}}{B(m, m_\alpha) [m r^2 + (m_\alpha - 1) \Omega]^{m+m_\alpha}},
\]

which is valid for \( m_\alpha > 1 \), while \( B(\cdot, \cdot) \) denotes the beta function [51, eq. (8.384.1)]. The form of the PDF in (5) is worth highlighting that in the present paper, we have modified slightly the underlying inverse Nakagami-\( m \) PDF from that used in [39] and subsequently the PDF for the \( F \) composite fading model. While the PDF in (5) is completely valid for physical channel characterization, it has some limitations in its admissible parameter range when used in analyses relating to digital communications. The redefined PDF in (5), on the other hand, is well consolidated.
is functionally equivalent to the $F$ distribution\(^2\). In terms of its physical interpretation, $m$ denotes the fading severity whereas $m_s$ controls the amount of shadowing of the rms signal power. Moreover, $\Omega = E[r^2]$ represents the mean power. As $m_s \to 0$, the scattered signal component undergoes heavy shadowing. In contrast, as $m_s \to \infty$, there exists no shadowing in the wireless channel and therefore it corresponds to a standard Nakagami-$m$ fading channel. Furthermore, as $m \to \infty$ and $m_s \to \infty$, the $F$ composite fading model becomes increasingly deterministic, i.e., it becomes equivalent to an additive white Gaussian noise (AWGN) channel.

Based on (5), the PDF of the instantaneous SNR, $\gamma$, in an $F$ composite fading channel can be straightforwardly deduced by using the variable transformation $\gamma = \pi r^2/\Omega$, such that

$$f_\gamma(\gamma) = \frac{m^m(m_s - 1)^m}{B(m, m_s)} \sum_{l=0}^{m_s} \binom{m-1}{m_s} \left(\frac{\gamma}{m_s}\right)^l \left(\frac{m_s}{m}\right)^{m-l}$$

where $\gamma = E[\gamma]$ denotes the corresponding average SNR. To this effect, the redefined moments,

$$E[\gamma^n] \triangleq \int_0^\infty \gamma^n f_\gamma(\gamma) d\gamma$$

and the moment-generating function (MGF),

$$M_\gamma(s) \triangleq \int_0^\infty \exp(-s\gamma) f_\gamma(\gamma) d\gamma$$

are expressed as $[52]$

$$E[\gamma^n] = \left(\frac{m_s - 1}{m_s}\right)^n \Gamma(m + n) \Gamma(m_s - n) / m^n \Gamma(m) \Gamma(m_s)$$

respectively, with $1F_1(\cdot, ; \cdot)$ denoting the Kummer confluent hypergeometric function $[51]$ eq. (9.210.1). Similarly, with the aid of $[51]$ eq. (3.194.1)] the envelope cumulative distribution function (CDF) is expressed as

$$F_\gamma(\gamma) = \frac{m^m(m_s - 1)^m \pi^m}{B(m, m_s)} \left(\frac{\gamma}{m_s}\right)^m \times \frac{\Gamma(-m_s) \Gamma(m + m_s - 1)}{\Gamma(m + m_s)}$$

It is noted that the above CDF expressions are valid for arbitrary values of the fading parameters $m$ and $m_s$. However, an additional expression can be derived for the special case of arbitrary values of $m_s$ and integer values of $m$.

**Lemma 1.** For $\gamma, \pi \in \mathbb{R}^+$, $m \in \mathbb{N}$ and $m_s > 1$, the outage probability under $F$ composite fading conditions can be expressed as

$$F_\gamma(\gamma) = \sum_{l=0}^{m_s-1} \binom{m-1}{l} \left(\frac{1}{m_s}\right)^l \left(\frac{m_s}{m}\right)^{m-l} \left(\frac{\gamma}{m_s}\right)^l \sum_{m_s}^{m} \frac{\gamma^m}{m_s} \left(\gamma + (m_s - 1)\pi\right)^{m-s}$$

where ($\cdot$) denotes the binomial coefficient $[57]$ eq. (1.111)].

**Proof.** It is recalled that the CDF of the $F$ composite statistical distribution is given by

$$F_\gamma(\gamma) = \frac{m^m(m_s - 1)^m \pi^m}{B(m, m_s)} \left(\frac{\gamma}{m_s}\right)^m \times \frac{\Gamma(-m_s) \Gamma(m + m_s - 1)}{\Gamma(m + m_s)}$$

and after some algebraic manipulations, it follows that

$$F_\gamma(\gamma) = \frac{m^m(m_s - 1)^m \pi^m}{B(m, m_s)} \left(\frac{\gamma}{m_s}\right)^m \times \frac{\Gamma(-m_s) \Gamma(m + m_s - 1)}{\Gamma(m + m_s)}$$

By applying the binomial theorem in $[51]$ eq. (1.111)], one obtains

$$F_\gamma(\gamma) = \frac{m^m(m_s - 1)^m \pi^m}{B(m, m_s)} \sum_{l=0}^{m_s-1} \binom{m-1}{l} \left(1 - \frac{1}{m_s}\right)^l \left(\frac{\gamma}{m_s}\right)^l$$

which is valid when $m \in \mathbb{N}$. Consequently, the above integral can be evaluated straightforwardly. Based on this and after some algebraic manipulations, the simplified expression for the CDF in (13) is deduced, which completes the proof.

The derived expression in Lemma 1 is novel and has a relatively simple algebraic representation. Therefore, it is useful in cumbersome analyses relating to digital communications over $F$ composite fading channels, where (12) proves intractable to lead to the derivation of useful analytic solutions.

In the sequel, we use these results for the $F$ composite
model to perform a comprehensive capacity analysis for the cases of receiver CSI and transmitter/receiver CSI.

III. CHANNEL CAPACITY WITH RECEIVER CSI

Channel capacity is a core performance metric in conventional and emerging communication systems, and its limits are largely affected by the incurred fading conditions during wireless transmission. Ergodic capacity is the most widely used capacity measure and is concerned with CSI knowledge only at the receiver and a fixed transmit power. The effective capacity is also a particularly useful information theoretic measure as it accounts for the achievable capacity subject to the incurred latency relating to the corresponding buffer occupancy. In what follows, we derive novel exact, approximate and asymptotic analytic expressions for these two measures, namely $C_{\text{ORA}}$ and $C_{\text{off}}$, over $F$ composite fading conditions.

A. Ergodic Capacity

A closed-form expression for the ergodic capacity is derived in the following theorem.

**Theorem 1.** For $m, \gamma, \tau, B \in \mathbb{R}^+$ and $m_s > 1$, the channel capacity per unit bandwidth with optimum rate adaptation under $F$ composite fading conditions can be expressed as

$$\frac{C_{\text{ORA}}}{B} = \frac{\psi(m + m_s) - \psi(m_s)}{\ln(2)} + \frac{(m_s - 1) \tau - m}{(m + m_s) \ln(2)} 3F_2(1, 1, 1 + m; 2, 1 + m + m_s; D_1),$$

where

$$D_1 = \frac{m - (m_s - 1) \tau}{m}$$

whereas $B$ denotes the channel bandwidth, $\psi(\cdot)$ is the digamma function, $\ln(\cdot)$ is the natural logarithm and $3F_2(\cdot; \cdot; \cdot; \cdot; \cdot)$ is a special case of the generalized hypergeometric function $pF_q(\cdot; \cdot; \cdot; \cdot; \cdot)$, with $p = 3$ and $q = 2$ [51].

**Proof.** It is recalled that the channel capacity with optimum rate adaptation in the presence of fading is defined as

$$C_{\text{ORA}} \triangleq B \int_0^{\infty} \log_2(1 + \gamma) f_\gamma(\gamma) d\gamma.$$

Therefore, by substituting (1) in (20), the $C_{\text{ORA}}$ per unit bandwidth for the case of $F$ composite fading channels is given by

$$\frac{C_{\text{ORA}}}{B} = \frac{m^m (m_s - 1)^{m_s} \tau^{m_s}}{B (m, m_s)} \times \int_0^{\infty} \frac{\gamma^{m-1} \log_2(1 + \gamma)}{[\gamma + (m_s - 1) \tau]^{m + m_s}} d\gamma.$$

The involved integral in (21) can be expressed in closed-form using [52, eq. (2.6.2.7)] as well as the logarithmic and hypergeometric function identities [51], [53]. By performing the necessary change of variables and after some algebraic manipulations, (18) is deduced, which completes the proof. $\square$

It is worth highlighting that (18) is expressed in terms of widely known functions, which are readily available in most standard scientific software packages. Nonetheless, an accurate closed-form approximation can be also deduced as a special case.

**Proposition 1.** For $m, \gamma, \tau, B \in \mathbb{R}^+$, $m_s > 1$ and $m_s \gg m$, the channel capacity per unit bandwidth with optimum rate adaptation over $F$ composite fading channels can be tightly approximated as follows:

$$\frac{C_{\text{ora}}}{B} \approx \frac{1}{\ln(2)} \frac{(m_s - 1) \tau - m}{m_s} \times 3F_2(1, 1, 1 + m; 2, 1 + m + m_s; D_1).$$

**Proof.** It is obvious that

$$m + m_s \approx m_s$$

when $m_s \gg m$. By recalling (18) and the properties of the digamma function [51], [53], it is evident that

$$\psi(m + m_s) \approx \psi(m_s)$$

when $m_s \gg m$, which yields

$$\psi(m + m_s) - \psi(m_s) \rightarrow 0.$$

Based on the above, (18) reduces to (22), which completes the proof. $\square$

In the same context, a particularly simple and tight asymptotic expression is derived for the case of high average SNR values.

**Proposition 2.** For $m, \gamma, \tau, B \in \mathbb{R}^+$, $m_s > 1$ and $\tau \gg 0$, the channel capacity per unit bandwidth with optimum rate adaptation over $F$ composite fading channels can be asymptotically expressed as follows:

$$\frac{C_{\text{ora}}}{B} \approx \frac{\ln(\tau) + \ln(m_s - 1) - \ln(m) + \psi(m) - \psi(m_s)}{\ln(2)}.$$

**Proof.** The ergodic capacity per unit bandwidth at the high SNR regime can be accurately expressed as [52], [53]

$$C_{\text{ORA}}(\tau) \approx \frac{\ln(\tau)}{\ln(2)} + \frac{1}{\ln(2)} \frac{\partial}{\partial n} A\{n\} \bigg|_{n=0}$$

where

$$A\{n\} \triangleq \frac{\mathbb{E}[\gamma^n]}{\mathbb{E}[\gamma]} - 1$$

denotes the corresponding amount of fading. It is recalled that the moments of the $F$ composite fading model are given in

$$
\begin{align*}
\text{ moments of } F 
\end{align*}
$$
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Theorem 2. The critical quality of service criterion.

For the composite fading condition, we have that

\[ C_{\text{ora}}^{\text{asy}} = \frac{\partial}{\partial n} \left[ \frac{(m_s - 1)^n \Gamma(m + n + m_s) \Gamma(m_n)}{\ln(2) m^n \Gamma(m)} \right]_{n=0}. \]  

(30)

Following this, with the aid of the properties of the gamma function along with some algebraic manipulations, the first derivative of (23) for the case of the \( F \) composite fading with respect to \( n \) is expressed by the following closed-form representation

\[
\frac{\partial}{\partial n} E[\gamma^n] = \frac{(m_s - 1)^n \Gamma(m + n + m_s) \Gamma(m_n)}{m^n B(m, m_s) \Gamma(m + m_s)} \times \left\{ \psi(m + n) - \psi(m_s + n) - \ln \left( \frac{m}{(m_s - 1) \gamma} \right) \right\}. 
\]

(31)

By substituting (31) in (30), setting \( n = 0 \), i.e. \((1/ \ln(2)) \frac{\partial E[\gamma^n]}{\partial n}_{n=0}\), and carrying out some algebraic manipulations, (26) is deduced, which completes the proof.

It is noted that the simple algebraic representation of (26) provides useful insight on the impact of the involved parameters on the overall system performance. This is also evident through the fact that it can be also expressed in terms of \( \tau \), namely

\[ \tau_{\text{ora}} \approx 2 \frac{C_{\text{ora}}^{\text{asy}}}{B T A} e^{\psi(m_s) - \psi(m)} \frac{m}{m_s - 1}, \]

(32)

which provides insights on the value of \( \tau_{\text{ora}} \) for fixed \( C_{\text{ora}}, B \) and fading parameters. Hence, this is useful in quantifying the required average SNR value for meeting target quality of service and bandwidth requirements under different fading conditions.

### B. Effective Capacity

It is recalled that the effective rate accounts for the channel capacity as a function of the asymptotic decay rate of the corresponding buffer occupancy. This is an insightful measure, particularly in emerging technologies where latency is a critical quality of service criterion.

Theorem 2. For \( m_s, \gamma, \tau, B, T \in \mathbb{R}^+ \) and \( m_s > 1 \), the effective capacity \( C_{\text{eff}} = E_c(\theta) \) under \( F \) composite fading conditions can be expressed as

\[
C_{\text{eff}} = \frac{m_s}{A} \log_2 \left( \frac{m}{(m_s - 1) \gamma} \right) + \frac{1}{A} \log_2 \left( \frac{B(m, m_s)}{B(m_s, m_s)} \right) \frac{(m_s - 1) \gamma}{m} \log_2 \left( \frac{2 F_1(A + m_s, m + m_s; A + m + m_s; D_1) - \log_2 \left( 2 F_1(A + m_s, m + m_s; A + m + m_s; D_1) \right)}{A} \right). 
\]

(33)

where

\[ (x)_n = \frac{\Gamma(x + n)}{\Gamma(x)} \]

(34)

denotes the Pochhammer symbol [51] and

\[ A = \frac{B T \theta}{\ln(2)} \]

(35)

is a metric of delay constraint with \( B \) and \( T \) denoting the system bandwidth and the block/frame length, respectively, whereas \( \theta \) represents the quality of service (QoS) exponent in terms of the corresponding asymptotic decay rate of the buffer occupancy.

Proof. Given the instantaneous service rate of a system as

\[ R = TB \log_2(1 + \gamma) \]

(36)

the corresponding effective rate can be expressed as

\[ E_c(\theta) = -A^{-1} \log_2 \left( \mathbb{E} [e^{-\theta R}] \right), \]

(37)

which can be re-written as [56–58]

\[ C_{\text{eff}} = -\frac{1}{A} \log_2 \left( \int_0^\infty e^{-\theta TB \log_2(1+\gamma) f_\gamma(\gamma) d\gamma} \right), \]

(38)

where \( f_\gamma(\gamma) \) accounts for the corresponding fading statistics. Therefore, for the case of \( F \) composite fading channels, we substitute the redefined PDF in (16) into (38), which after some algebraic manipulations yields

\[
C_{\text{eff}} = \frac{1}{A} \log_2 \left( \frac{B(m, m_s)}{m^m (m_s - 1)^{m_s} \gamma^{m_s - 1}} \right) \left( \frac{m}{(m_s - 1) \gamma} \right) \log_2 \left( \frac{\gamma^{m_s - 1} d\gamma}{(1 + \gamma)^A [m \gamma + (m_s - 1) \gamma]^{m + m_s}} \right). 
\]

(39)

The integral in (32) can be expressed in closed-form with the aid of [51], eq. (3.259.3)]. Therefore, by performing the necessary change of variables one obtains the following closed-form expression

\[
C_{\text{eff}} = -\frac{1}{A} \log_2 \left( \frac{B(m, m_s)}{B(m_s, m_s)} \left( \frac{(m_s - 1) \gamma}{m} \right)^{m_s} \log_2 \left( \frac{2 F_1(A + m_s, m + m_s; A + m + m_s; D_1) - \log_2 \left( 2 F_1(A + m_s, m + m_s; A + m + m_s; D_1) \right)}{A} \right) \right). 
\]

(40)

To this effect and by also applying the properties and identities of the logarithm, gamma and beta functions, (40) reduces to the compact form of (33), which completes the proof.

It is noted that similar expressions to (33) were derived in [37], [38]. However, these expressions are limited due to the constrained consideration of the SNR PDF of the \( F \) fading model in [49]. As a result, the derived result in Theorem 2 is more suitable since it is based on the well consolidated SNR PDF in (16). Furthermore, the corresponding analytic expression in [33] can be readily modified in order to lead to more generic, and practically more useful and reliable results. In addition, this expression can be used as a benchmark for the derivation of simple tight bounds and an accurate...
approximation, which provide useful insights on the impact of the involved parameters on the system performance.

**Proposition 3.** For $m, \gamma, \overline{\gamma}, \theta, B, T \in \mathbb{R}^+$, $m_s > 1$ and assuming $m_s + m >> A$ and $\overline{\gamma} \geq 10\text{dB}$, the effective capacity under $\mathcal{F}$ composite fading conditions can be bounded by the following inequalities:

$$C_{eff}^{UB} < \frac{\log_2((m_s + A)_m) - \log_2((m_s)_m)}{A} + \log_2(\overline{\gamma}) + \log_2(m_s - 1) - \log_2(m)$$

and

$$C_{eff}^{LB} > \log_2(\overline{\gamma}) + \log_2\left(\frac{m_s - 1}{m}\right) - \frac{\log_2((m_s)_A)}{A},$$

which constitute tight upper and lower bounds, respectively, to (43).

**Proof.** It is evident that

$$A + m + m_s \approx m + m_s$$

when $m + m_s >> A$. As a result, (43) can be tightly upper bounded as follows:

$$C_{eff}^{UB} < -\frac{1}{A} \log_2\left\{ \left(\frac{(m_s)_A}{(m_s + m)_A}\right)^{m_s} \left(\frac{(m_s - 1)\overline{\gamma}}{m}\right)^{m_s} F_2\left(A + m, m + m_s; m + m_s; D_1\right)\right\}.$$

Given that

$$F_2\left(A + m, m + m_s; m + m_s; D_1\right) = F_0\left(A + m_s; D_1\right)$$

and by recalling that

$$F_0(n; 1 + x) \equiv \frac{(-1)^n}{x^n}$$

when $n \in \mathbb{R}$, (44) reduces to

$$C_{eff}^{UB} < -\frac{1}{A} \log_2\left( \frac{(m_s)_A}{(m_s + m)_A} \frac{(m_s - 1)\overline{\gamma}^{m_s}}{m^{m_s}} \right)^{A + m_s}.$$  

To this effect and after some algebraic manipulations, the closed-form upper bound in (41) is deduced.

Based on (43) and recalling that $A + m + m_s \approx m + m_s$ when $m + m_s >> A$, the left hand side term on the fraction of (41) can be reasonably eliminated. This readily yields (42), which is a tight lower bound to the exact effective capacity in (33) for the given conditions and thus, it completes the proof.

It is noted here that (41) and (42) are particularly insightful and they can be also expressed in terms of the involved average SNR, namely

$$\overline{\gamma}_{eff} \approx \frac{m^2 C_{eff}^{UB}}{m_s - 1} \left(\frac{(m_s)_A}{(m_s + m)_A}\right)^{\frac{1}{2}} \approx \frac{m^2 C_{eff}^{LB}}{m_s - 1} \left(\frac{(m_s)_A}{(m_s + m)_A}\right)^{\frac{1}{2}},$$

which is rather accurate when $m + m_s >> A$. Importantly, this allows the determination of $\overline{\gamma}$ for different values of $m$, $m_s$ and $A$ along with specific values of $C_{eff}$. This is useful in determining the required SNR for specific fading conditions and target quality of service requirements, particularly in emerging wireless communication systems.

In the same context as with the derived bounds in Proposition 3, a simple and accurate approximate expression to (50) can be additionally derived.

**Proposition 4.** For $m, \gamma, \overline{\gamma}, B \in \mathbb{R}^+$, $m_s > 1$ and $\overline{\gamma} >> 0$, the effective capacity under $\mathcal{F}$ composite fading conditions can be accurately approximated as follows:

$$C_{eff} \approx -\frac{1}{A} \log_2(\left(2 F_1(A, m_s; A + m + m_s; 1 - \overline{\gamma})\right).$$

**Proof.** In the high SNR regime, i.e. $\overline{\gamma} >> 0$, it readily follows that $\overline{\gamma} >> m, \overline{\gamma} >> m_s$ and $\overline{\gamma} >> A$. To this effect and by expanding the logarithmic terms in (50), one obtains

$$\frac{(m_s)_A}{(m_s + m)_A} \left(\frac{(m_s - 1)\overline{\gamma}}{m}\right)^{m_s} \approx \overline{\gamma}^{m_s}.$$  

Based on this and after some algebraic manipulations, (51) is deduced, which completes the proof.

It is evident that (51) can be also solved with respect to the average SNR, namely

$$\overline{\gamma}_{eff} \approx 1 - 2 F^{-1}_1\left(A, m_s; A + m + m_s; 2^{-A C_{eff}^{appr}}\right),$$

where $2 F^{-1}_1(\cdot; \cdot; \cdot; \cdot)$ denotes the inverse Gaussian hypergeometric function.

To the best of the authors knowledge, the analytic expressions provided here have not been previously reported in the open technical literature.

IV. CHANNEL CAPACITY WITH TRANSMITTER AND RECEIVER CSI

The previous section was devoted to the capacity analysis for the case of known CSI at the receiver side. However, in several emerging systems, CSI can be also available at the transmitter as this allows greater flexibility and adaptability, which results in a more efficient and intelligent overall system operation. A typical feature in the case of knowing CSI at the transmitter and at the receiver is the ability to benefit from adaptive transmit power. This is the key process of the so-called water-filling approach and in fixed rate systems. In the former, higher power and rate levels are allocated in good fading conditions and less power in severe fading conditions. In the latter, the transmitter adapts the power accordingly in order to maintain a fixed rate at the receiver [52]. These
concepts are critical in numerous emerging applications that are characterized by stringent quality of service requirements, such as telemedicine and vehicle to vehicle communications [39]. Subsequently, this section is devoted to the capacity analysis over $F$ composite fading channels for the following adaptation policies: i) optimum power and rate adaptation; ii) channel inversion with fixed rate; iii) truncated channel inversion with fixed rate.

A. Optimum Power and Rate Adaptation

This policy is based on the aforementioned water-filling concept and it is characterized by a power constraint, which ensures a more efficient operation [52].

**Theorem 3.** For $m, \gamma, \gamma_0, B > 0$, and $m_s > 1$, the channel capacity per unit bandwidth with optimum power and rate adaptation under $F$ composite fading conditions can be expressed as

$$C_{\text{OPRA}} = \frac{(m_s - 1)^{m_s} \gamma^{m_s}}{\ln(2) B(m_s \gamma_0)^{m_s} \gamma^{m_s}} \times 3F_2(m_s, m_s + m_s + 1 + m_s, 1 + m_s, 1 + m_s; D_2),$$

(52)

where

$$D_2 = \frac{(1 - m_s)^m}{m \gamma_0}$$

(53)

with $\gamma_0$ denoting the SNR threshold that determines transmission.

**Proof.** It is recalled that the channel capacity with optimum power and rate adaptation over fading channels is defined as [3], [6], [52]

$$C_{\text{OPRA}} = B \int_{\gamma_0}^{\infty} \log_2 \left( \frac{\gamma}{\gamma_0} \right) f_{\gamma}(\gamma) d\gamma.$$  

(54)

Therefore, for the case of $F$ composite fading channels, we substitute (51) in (54), which yields

$$C_{\text{OPRA}} = \frac{m^m (m_s - 1)^{m_s} \gamma^{m_s}}{B(m_s \gamma_0)^{m_s} \ln(2)} \times \int_{\gamma_0}^{\infty} \frac{\ln(\gamma / \gamma_0)^{m-1}}{(m \gamma + (m_s - 1) \gamma)^{m+m_s}} d\gamma.$$  

(55)

The integral in (55) can be expressed in closed-form with the aid of [53]. To this effect, by performing the necessary variable transformation, utilizing the hypergeometric function identities in [51], [53] and carrying out some algebraic manipulations, one obtains (52), which completes the proof.

**Remark 1.** It is noted that the $C_{\text{OPRA}}$ in Theorem 3 can be alternatively expressed equivalently as:

$$\frac{C_{\text{OPRA}}}{B} = \frac{\ln(\tau) + \ln(m_s - 1) - \ln(m) + \psi(m) - \psi(m_s)}{\ln(2)} \times \frac{m^{m-2} \gamma^{m_s}}{m(m_s - 1)^{m} \gamma^{m_s}} \times 3F_2(m, m_s + m_s + 1 + m_s, 1 + m_s, 1 + m_s; \frac{m \gamma_0}{(1 - m_s) \gamma}),$$

$$\left(56\right)$$

It is worth noting that (52) is tractable both analytically and numerically. Likewise, (56) has the same algebraic representation as (52) but it is less suitable because it involves more terms. Nonetheless, (56) can be useful in that it can be used as a benchmark for the derivation of an accurate approximation for the considered scenario, which is both simple and insightful.

**Proposition 5.** For $m, \gamma, \gamma_0, B \in \mathbb{R}^+$, $m_s > 1$ and $\gamma >> 0$, the channel capacity per unit bandwidth with optimum power and rate adaptation under $F$ composite fading conditions can be accurately approximated by the following closed-form representation

$$\frac{C_{\text{OPRA}}}{B} \approx \log_2(\tau) - \log_2(\gamma_0)(m_s - 1)^{m_s} \gamma^{m_s} \times D_3,$$  

(57)

where

$$D_3 = 2F_1 \left( m_s, m_s + m_s + 1 + m_s, \frac{(1 - m_s)^m}{m \gamma_0} \right).$$  

(58)

**Proof.** It is evident that at the high average SNR regime, the argument of the first two hypergeometric function in (52) tends to zero i.e.

$$\frac{m \gamma_0}{(1 - m_s) \gamma} \rightarrow 0.$$  

(59)

To this effect and by recalling the hypergeometric function property

$$F_q(a_1, a_2, \cdots; b_1, b_2, \cdots; 0) \equiv 1$$  

(60)

it immediately follows that
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\[ C_{\text{OPRA}}^{\text{appr}} \approx \frac{\ln(m_s - 1) + \ln(\gamma) + \psi(m) - \psi(m_s) - \ln(m)}{\ln(2)} + \frac{m^{m-2}m - m^{m-1}m^{\gamma \ln(\gamma)}}{\ln(2)\gamma^m (m_s - 1)^m m^m B(m, m_s)} - \frac{\ln(\gamma) \gamma^m (m_s - 1)^m m^m}{\ln(2) m^m \gamma_{m_0} B(m, m_s)} \times 2F_1 (m_s, m + m_s; 1 + m_s; \frac{m \gamma_{m_0}}{m m_0}). \] (61)

Given also the practical range of values of \( \gamma_0 \), \([5]-[7],[58]\), it is reasonable to assume that

\[ m^{m-2} \simeq m^{m-1} \ln(\gamma_0), \] (62)

which yields

\[ C_{\text{OPRA}}^{\text{appr}} \approx \frac{\ln(m_s - 1) + \ln(\gamma) + \psi(m) - \psi(m_s) - \ln(m)}{\ln(2)} - \frac{\ln(\gamma_0) \gamma^m (m_s - 1)^m m^m}{\ln(2) m^m \gamma_{m_0} B(m, m_s)} \times 2F_1 (m_s, m + m_s; 1 + m_s; \frac{m \gamma_{m_0}}{m m_0}). \] (63)

It is evident that \( \ln(\gamma) \) is the dominant term of the first fraction of (63). Based on this and after some algebraic manipulations, (67) is deduced, which completes the proof. \( \square \)

It is recalled that the cut-off SNR, \( \gamma_0 \), determines the optimum operation in this policy since when the average SNR value drops below its level, transmission is suspended. In what follows, we derive a useful analytic expression for \( \gamma_0 \).

**Lemma 2.** For \( m_s, \gamma, \gamma, B, \gamma_0 \in \mathbb{R}^+ \), and \( m_s > 1 \), the optimum SNR cut-off level for the case of \( F \) composite fading channels can be expressed as

\[ \gamma_0 = \frac{(1 - m_s) \gamma m^{-1}}{B \left( \frac{(1 - m_s) \gamma m^{m_s}}{m} \right) \left( 1 + m_s, 1 - m_s \right)}. \] (64)

where \( B^{-1}(\cdot; \cdot; \cdot) \) denotes the inverse incomplete beta function.

**Proof.** It is recalled that the optimum cut off SNR in the case of optimum power and rate adaptation must satisfy the following expression

\[ \int_0^\infty \frac{1}{\gamma_0^m - 1} f_\gamma(\gamma) d\gamma = 1, \] (65)

which yields

\[ \gamma_0 = \int_0^\infty f_\gamma(\gamma) d\gamma - \gamma_0 \int_0^\infty \frac{f_\gamma(\gamma)}{\gamma} d\gamma. \] (66)

By substituting (1) in (66), we obtain (67) at the top of the next page.

Then, by taking the first derivative in both sides of (67) and carrying out some algebraic manipulations, one obtains

\[ \int_0^\infty \frac{m^m (m_s - 1)^m \tau^m \gamma^{m-2}}{B(m, m_s) [m \gamma + (m_s - 1) \gamma]^{m + m_s}} d\gamma = -1. \] (68)

The above integral can be expressed in closed-form with the aid of the incomplete beta function in [51, eq. (8.391)], which yields

\[ B \left( \frac{(1 - m_s) \gamma}{m \gamma_0}; 1 + m_s, 1 - m_s \right) D_2 = -1, \] (69)

where

\[ D_2 = \frac{m (1 - 1 - m_s)}{B(m, m_s)(m_s - 1) \gamma}. \] (70)

Finally, by solving (69) with respect to \( \gamma_0 \) yields (64), which completes the proof. \( \square \)

**Remark 2.** The integral in (68) can be equivalently expressed in closed-form in terms of the Gauss hypergeometric function with the aid of [51, eq. (3.194.1)]. Based on this and by following the same procedure as in Lemma 2 along with some algebraic manipulations, the following analytic expression can be also deduced

\[ \gamma_0 = \frac{(1 - m_s) \gamma m^{m_s}}{B(m, m_s)(1 + m_s) \gamma m^{m_s} (m - 1) \gamma} \times 2F_1 (m_s, 1 + m_s; 1 + m_s + m_s + 2; \frac{1 - m_s \gamma}{m \gamma_0}), \] (71)

which can be evaluated numerically with the aid of standard mathematical software packages.

**B. Channel Inversion with Fixed Rate**

This policy ensures a fixed data rate at the receiver by means of inverting the channel and adapting the transmit power accordingly. This is particularly useful in numerous applications where a fixed rate is the core requirement. In what follows, we derive the channel capacity with channel inversion and fixed rate in the presence of \( F \) composite fading conditions [52, [58].

**Theorem 4.** For \( m, \gamma, \gamma, B \in \mathbb{R}^+ \) and \( m_s > 1 \), the channel capacity per unit bandwidth with channel inversion and fixed rate under \( F \) composite fading conditions can be expressed as follows:

\[ \frac{C_{\text{CIFR}}}{B} = \log_2 \left( 1 + \frac{(m - 1)(m_s - 1)}{m m_s} \right). \] (72)

**Proof.** The channel capacity with channel inversion and fixed rate is defined as

\[ C_{\text{CIFR}} = \frac{B \log_2 \left( 1 + \frac{1}{\int_0^\infty \frac{f_\gamma(\gamma)}{\gamma} d\gamma} \right)}{B} \] (73)

Therefore, for the case of \( F \) composite fading conditions, we substitute (1) into (72), yielding...
\[
\int_{\gamma_0}^{\infty} \frac{m^m (m_s - 1)^{m_s} \Phi^{m_s \gamma - 1} d\gamma}{B(m, m_s) [m\gamma + (m_s - 1) \gamma]^{m + m_s}} = \gamma_0 + \gamma_0 \int_{\gamma_0}^{\infty} \frac{m^m (m_s - 1)^{m_s} \Phi^{m_s \gamma - 2} d\gamma}{B(m, m_s) [m\gamma + (m_s - 1) \gamma]^{m + m_s}}.
\]

(67)

\[
\frac{C_{\text{CIFR}}}{B} = \log_2 \left( 1 + \frac{B(m, m_s) m^{-m} (m_s - 1)^{-m_s \gamma - m_s}}{\Gamma(m + 1) \Gamma(m_s + 1)} \right)
\]

(74)

The above integral can be obtained in closed-form using [51, eq. (3.194.3)]. To this end, by making the necessary change of variables and substituting in (72) one obtains

\[
\frac{C_{\text{CIFR}}}{B} = \log_2 \left( 1 + \frac{B(m, m_s) (m + 1)^{m_s \gamma_0 + 1}}{(m - 1)^{m_s \gamma_0}} \frac{m_s}{B(m, m_s) m_s + 1} \right)
\]

(79)

when \( m \in \mathbb{R}^+ \), and

\[
\frac{C_{\text{TIFR}}}{B} = \log_2 \left( 1 + \frac{B(m, m_s) (m + 1)^{m_s \gamma_0 + 1}}{(m - 1)^{m_s \gamma_0}} \frac{m_s}{B(m, m_s) m_s + 1} \right)
\]

(80)

when \( m \in \mathbb{N} \). The terms \( D_3 \) and \( D_4 \) in (72) are expressed as

\[
D_3 = \frac{\gamma + 2 m + 2}{m \gamma_0}
\]

(81)

and

\[
D_4 = \frac{m + m_s + 1 + m_s}{m \gamma_0 (1 - m_s \gamma_0)}
\]

(82)

whereas the \( D_5 \) and \( D_6 \) terms in (80) are given by

\[
D_5 = \sum_{l=0}^{m-2} \frac{(m - 2) (m + 1) \gamma_0}{m + (m_s - 1) \gamma_0} \frac{m^l}{(m_s^l + 1) \gamma_0}
\]

(83)

and

\[
D_6 = \frac{(m_s - 1)^{m_s + 1}}{(m \gamma_0 + (m_s - 1) \gamma_0)^{m_s + 1}}
\]

(84)

Proof. The channel capacity with truncated channel inversion and fixed rate is defined as

\[
\frac{C_{\text{TIFR}}}{B} = \log_2 \left( 1 + \frac{1}{\int_{\gamma_0}^{\infty} f_\gamma(d\gamma)} \int_{\gamma_0}^{\infty} f_\gamma(d\gamma) \right)
\]

(85)

which with the aid of (75) for the case of \( F \) composite fading channels and recalling that

\[
\int_{\gamma_0}^{\infty} f(x)dx = 1 - \int_{0}^{\gamma_0} f(x)dx
\]

(86)

is expressed as

\[
\int_{\gamma_0}^{\infty} f(x)dx = 1 - P_{\text{out}}
\]

(87)

C. Truncated Channel Inversion with Fixed Rate

Channel inversion with fixed rate constitutes a low complexity and effective method to achieve fixed rate communications. However, the main drawback of this technique is the large transmit power requirements in case of deep fades. Nonetheless, this specific issue can be resolved by inverting the channel above a fixed cut-off level, namely channel truncation. In what follows, we quantify the channel capacity with truncated channel inversion and fixed rate for the case of \( F \) composite fading conditions.

Theorem 5. For \( \gamma, \Phi, B \in \mathbb{R}^+ \), and \( m_s > 1 \), the channel capacity per unit bandwidth with truncated channel inversion and fixed rate under \( F \) composite fading conditions can be expressed as

\[
\int_{\gamma_0}^{\infty} \frac{m^m (m_s - 1)^{m_s} \Phi^{m_s \gamma - 1} d\gamma}{B(m, m_s) [m\gamma + (m_s - 1) \gamma]^{m + m_s}} = \gamma_0 + \gamma_0 \int_{\gamma_0}^{\infty} \frac{m^m (m_s - 1)^{m_s} \Phi^{m_s \gamma - 2} d\gamma}{B(m, m_s) [m\gamma + (m_s - 1) \gamma]^{m + m_s}}.
\]

(87)
\[ C_{\text{TIFR}} / B = \log_2 \left( 1 + \frac{B(m, m_s) \sum_{n=0}^{m-2} (m-n-1)^{-1} (m-s-1)^{m-n} \gamma_m}{\int_{m\gamma + (m_s-1)\gamma}^\infty \frac{\gamma^{m-1} \gamma^{m-2} d\gamma}{(m\gamma + (m_s-1)\gamma)^{m+m_s}} \right) \times \left( 1 - D_7 \int_{0}^{m\gamma + (m_s-1)\gamma} \frac{\gamma^{m-1} \gamma^{m-2} d\gamma}{(m\gamma + (m_s-1)\gamma)^{m+m_s}} \right), \] 

where

\[ D_7 = \frac{m^m (m_s-1)^{m_s} \gamma^{m}}{B(m, m_s)}. \] 

Now, recalling that

\[ P_{\text{out}} \triangleq F(\gamma_{\text{th}}) \] 

and using (22) for the case of \( m \in \mathbb{R}^+ \) along with substituting in (33), it follows that

\[ C_{\text{TIFR}} / B = \log_2 \left( 1 + \frac{1}{D_7 \int_{0}^{m\gamma + (m_s-1)\gamma} \frac{\gamma^{m-1} \gamma^{m-2} d\gamma}{(m\gamma + (m_s-1)\gamma)^{m+m_s}} \right) \times \left( 1 - \frac{m^m (m_s-1)^{m_s} \gamma^{m}}{B(m, m_s)} \right), \] 

The integral in (24) can be expressed in closed-form with the aid of [51], eq. (3.194.1). This is achieved by performing the necessary variable transformation and after some algebraic manipulations, which yields (22) for the case of \( m \in \mathbb{R}^+ \).

Likewise, for the case of \( m \in \mathbb{N} \), we apply again \( P_{\text{out}} \triangleq F(\gamma_{\text{th}}) \) in (33), which upon substitution in (24), it follows that

\[ C_{\text{TIFR}} / B = \log_2 \left( 1 + \frac{1}{D_7 \int_{0}^{m\gamma + (m_s-1)\gamma} \frac{\gamma^{m-1} \gamma^{m-2} d\gamma}{(m\gamma + (m_s-1)\gamma)^{m+m_s}} \right) \times \left( 1 - \sum_{l=0}^{m-s} (m-l) (-1)^l \frac{1 - D_6}{B(m, m_s)} \frac{m^m (m_s-1)^{m_s} \gamma^{m}}{m_s + l} \right). \] 

Therefore, by setting

\[ u = m\gamma + (m_s-1)\gamma \] 

in (22), one obtains

\[ C_{\text{TIFR}} / B = \log_2 \left( 1 + \frac{m^m \sum_{n=0}^{m-2} (m-n-1)^{-1} (m-s-1)^{m-n} \gamma_m}{\int_{m\gamma + (m_s-1)\gamma}^\infty \frac{u^{m-1} \gamma^{m-2} d\gamma}{u^{m+m_s}} \right) \times \left( 1 - \sum_{l=0}^{m-s} (m-l) (-1)^l \frac{1 - D_6}{B(m, m_s)} \frac{m^m (m_s-1)^{m_s} \gamma^{m}}{m_s + l} \right). \] 

Now applying the binomial theorem in [51], eq. (1.111) in the above integral along with some algebraic manipulations yields

\[ C_{\text{TIFR}} / B = \log_2 \left( 1 + \frac{B(m, m_s) \sum_{n=0}^{m-2} (m-n-1)^{-1} (m-s-1)^{m-n} \gamma_m}{\int_{m\gamma + (m_s-1)\gamma}^\infty \frac{\gamma^{m-1} \gamma^{m-2} d\gamma}{(m\gamma + (m_s-1)\gamma)^{m+m_s}} \right) \times \left( 1 - \sum_{l=0}^{m-s} (m-l) (-1)^l \frac{1 - D_6}{B(m, m_s)} \frac{m^m (m_s-1)^{m_s} \gamma^{m}}{m_s + l} \right). \] 

It is evident that the integral above can be evaluated straightforwardly, which yields (33) and completes the proof for the case of \( m \in \mathbb{N} \).

\[ \square \]

**Remark 3.** It is noted that the integral in (24) can be alternatively expressed equivalently in closed-form in terms of the incomplete beta function [51]. As a result, the channel capacity with truncated channel inversion and fixed rate over \( F \) composite fading channels can be additionally expressed as follows:

\[ C_{\text{TIFR}} / B = \log_2 \left( 1 + \frac{B(m, m_s) \sum_{n=0}^{m-2} (m-n-1)^{-1} (m-s-1)^{m-n} \gamma_m}{\int_{m\gamma + (m_s-1)\gamma}^\infty \frac{u^{m-1} \gamma^{m-2} d\gamma}{u^{m+m_s}} \right) \times \left( 1 - \sum_{l=0}^{m-s} (m-l) (-1)^l \frac{1 - D_6}{B(m, m_s)} \frac{m^m (m_s-1)^{m_s} \gamma^{m}}{m_s + l} \right). \] 

which holds for \( m \in \mathbb{R}^+ \).

The exact analytic expressions in Theorem 5 are tractable both analytically and numerically. However, capitalizing on them leads to the derivation of a simple lower bound which is both insightful and tight since it can be also regarded as an accurate approximation.

**Proposition 6.** For \( \gamma, \gamma, \gamma_0, B \in \mathbb{R}^+ \), \( m \in \mathbb{N} \), \( m_s > 1 \) and \( \gamma \gg \gamma_{\text{th}} \), the channel capacity per unit bandwidth with truncated channel inversion and fixed rate under \( F \) composite fading conditions can be tightly lower bounded and approximated as follows:

\[ \frac{C_{\text{LB}}}{B} \leq \log_2 \left( 1 + \frac{B(m, m_s) \sum_{n=0}^{m-2} (m-n-1)^{-1} (m-s-1)^{m-n} \gamma_m}{\int_{m\gamma + (m_s-1)\gamma}^\infty \frac{u^{m-1} \gamma^{m-2} d\gamma}{u^{m+m_s}} \right) \times \left( 1 - \sum_{l=0}^{m-s} (m-l) (-1)^l \frac{1 - D_6}{B(m, m_s)} \frac{m^m (m_s-1)^{m_s} \gamma^{m}}{m_s + l} \right). \] 

**Proof.** By recalling the case of \( m \in \mathbb{N} \) in Theorem 5 and assuming large average SNR values, it follows that (33) can be accurately approximated by the simplified representation in (22), at the top of the next page.

To this effect and by assuming that \( \gamma \gg \gamma_{\text{th}} \), (22) reduces to

\[ \frac{C_{\text{TIFR}}}{B} \approx \log_2 \left( 1 + \frac{B(m, m_s) \sum_{n=0}^{m-2} (m-n-1)^{-1} (m-s-1)^{m-n} \gamma_m}{\int_{m\gamma + (m_s-1)\gamma}^\infty \frac{u^{m-1} \gamma^{m-2} d\gamma}{u^{m+m_s}} \right) \times \left( 1 - \sum_{l=0}^{m-s} (m-l) (-1)^l \frac{1 - D_6}{B(m, m_s)} \frac{m^m (m_s-1)^{m_s} \gamma^{m}}{m_s + l} \right). \]
which after some algebraic manipulations yields (25), which completes the proof.

Remark 4. It is noted that (25) is a simple lower bound to the exact analytic expression in (21) which is so accurate that can be also regarded as a simple and accurate closed-form approximation, i.e., $C_{\text{TIFR}}^B = C_{\text{TIFR}}$. This approximation is also tight even for comparable values of $\gamma$ and $\gamma_{th}$; as a result, the use of (25) as an approximation is not constrained by the condition $\gamma >> \gamma_{th}$ in Proposition 6.

It is also worth noting that (25) is rather insightful as it can be expressed in terms of $\gamma$, namely

$$\gamma \approx \frac{2 C_{\text{APPR}}^B - 1}{B(m,m_s)(m_s-1)} \sum_{l=0}^{m-2} \frac{(m-2)!m}{l!(m_s+l+1)} .$$

As in the previous scenarios, (101) is useful for target quality of service and bandwidth requirements as it quantifies the required average SNR value for different multipath fading and shadowing conditions.

V. NUMERICAL RESULTS

In this section, we utilize the analytic results obtained in the previous sections to quantify the achievable channel capacity for the case of receiver CSI, and transmitter and receiver CSI. This is realized for various communication scenarios under realistic multipath fading and shadowing conditions. The accuracy of the proposed approximate and asymptotic expressions as well as the tightness of the proposed upper and lower bounds are also extensively quantified.

Fig. 1 illustrates the $C_{\text{ORA}}$ per unit bandwidth over $\mathcal{F}$ composite fading channels with five different combinations of the $m$ and $m_s$ parameters, namely heavy shadowing ($m = 50.0$, $m_s = 1.1$), severe multipath fading ($m = 0.5$, $m_s = 50.0$), intense ($m = 0.5$, $m_s = 1.1$), moderate ($m = 3.4$, $m_s = 3.4$), and light ($m = 50.0$, $m_s = 50.0$) composite fading. The $C_{\text{ORA}}$ per unit bandwidth over Rayleigh fading channels is also illustrated in Fig. 1 for comparison. As anticipated, the lowest spectral efficiency occurs when the channel is subject to simultaneous severe multipath fading and heavy shadowing, i.e., intense composite fading. On the contrary, the highest spectral efficiency appears in the light composite fading scenarios. This is largely due to the fact that the $\mathcal{F}$ composite fading channel tends to become more deterministic, i.e., approaches an AWGN channel, as the $m$ and $m_s$ parameters approach infinity i.e. large $m$ and $m_s$ in reality. Also, the difference between the two scenarios is substantial across all SNR regimes, since the achieved channel capacity in the case of light composite fading is over 50% more than the capacity for the case of intense composite fading. Interestingly, it is noted that the spectral efficiency is higher when the channel is subject to severe multipath fading compared to the channel undergoing heavy shadowing. This suggests that the shadowing constitutes a more dominating influence on the performance of wireless communications systems, compared to the multipath fading. Furthermore, the severe multipath fading ($m = 0.5$, $m_s = 50.0$) case is equivalent to the Nakagami-$m$ fading, for $m = 0.5$. Accordingly, as shown in Fig. 1, the Rayleigh fading case ($m = 1$) exhibits a higher spectral efficiency compared to the severe multipath fading case considered in this paper, which verifies its insufficient modeling capability.

In the same context, the accuracy of the corresponding

![Fig. 1. $C_{\text{ORA}}/B$ versus average SNR under $\mathcal{F}$ fading conditions for different values of the $m$ and $m_s$ parameters.](image)

<table>
<thead>
<tr>
<th>Involved Parameters</th>
<th>Ergodic Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>$m_s$</td>
</tr>
<tr>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>2.2</td>
<td>1.2</td>
</tr>
<tr>
<td>2.2</td>
<td>3.2</td>
</tr>
<tr>
<td>4.8</td>
<td>4.8</td>
</tr>
<tr>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>2.2</td>
<td>1.2</td>
</tr>
<tr>
<td>2.2</td>
<td>3.2</td>
</tr>
<tr>
<td>4.8</td>
<td>4.8</td>
</tr>
<tr>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>2.2</td>
<td>1.2</td>
</tr>
<tr>
<td>2.2</td>
<td>3.2</td>
</tr>
<tr>
<td>4.8</td>
<td>4.8</td>
</tr>
<tr>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>2.2</td>
<td>1.2</td>
</tr>
<tr>
<td>2.2</td>
<td>3.2</td>
</tr>
<tr>
<td>4.8</td>
<td>4.8</td>
</tr>
</tbody>
</table>
Fig. 2. Effective capacity versus $A$ under $F$ fading channels for different values of the $m$ and $m_s$ parameters when $\tau = 5$ dB.

Fig. 3. Effective capacity in an $F$ fading channel as a function of the $m$, $m_s$ and $A$ parameters for $\tau = 15$ dB.

Fig. 4. $C_{OPRA}/B$ versus average SNR under $F$ fading conditions for different values of the $m$ and $m_s$ parameters when $\gamma_0 = 1$ dB and $\gamma_0 = 10$ dB.

of the multipath fading and shadowing are shown in Fig. 3, where the performance of the $C_E$ is illustrated along with different values of $A$ and $\tau = 15$ dB. In all cases, we consider broad ranges of the involved parameters, namely $1 < m \leq 15$, $1 < m_s \leq 15$ and $0 \leq A \leq 20$ in order to consider all types of fading severity and incurred delays, as these are encountered in realistic communication scenarios. As expected, the spectral efficiency increases as the $m$ and $m_s$ parameters are greater ($m, m_s \rightarrow 15$) and $A$ is smaller ($A \rightarrow 0$), i.e., light composite fading conditions with no delay constraint. Conversely, the performance of the $C_E$ is rather poor for the case of intense composite fading conditions with excessive delay constraint, i.e., $m, m_s \rightarrow 1$ and $A \rightarrow 20$. In general, it is shown that even if one of the parameters is unfavorable i.e. excessive delay constraint or severe multipath fading or shadowing, the corresponding achievable $C_E$ will lie at moderate levels, regardless of how favorable the values of the other parameters are. This verifies the need for accurate channel modeling, and latency control and reduction in the deployment of efficient wireless technologies.

Likewise, Table II depicts the accuracy and tightness of the proposed approximation and bounds, respectively, against the exact results. It is shown that they upper bound exhibits the most accurate behavior across all fading conditions in the low average SNR regime, and for small and moderate values of $A$. However, as the average SNR increases, the offered lower bound and the approximation exhibit similar accuracy. Nonetheless, as in the case of $C_{OPRA}$, the accuracy of (11), (12) and (15) is acceptable in all fading and latency scenarios across all average SNR regimes, which verifies their usefulness.

Regarding the capacity analyses for the case of transmitter and receiver CSI, Fig. 4 demonstrates the considered $C_{OPRA}$ per unit bandwidth for the same combinations of the $m$ and $m_s$ parameters used in Fig. 1, with $\gamma_0 = 1$ dB and $\gamma_0 = 10$ dB. It is evident that the spectral efficiency increases as $\gamma_0$ reduces in all considered fading conditions. For example, for the case of moderate composite fading conditions at
### TABLE III

**EXACT CHANNEL CAPACITY WITH DIFFERENT ADAPTATION POLICIES UNDER $\mathcal{F}$ FADING CONDITIONS.**

<table>
<thead>
<tr>
<th>Involved Parameters</th>
<th>Exact Channel Capacity for $A = 2.0$ and $\gamma_0 = \gamma_{th} = 20$ dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>$m_s$</td>
</tr>
<tr>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>3.2</td>
<td>1.2</td>
</tr>
<tr>
<td>3.2</td>
<td>4.2</td>
</tr>
<tr>
<td>6.0</td>
<td>6.0</td>
</tr>
<tr>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>3.2</td>
<td>1.2</td>
</tr>
<tr>
<td>3.2</td>
<td>4.2</td>
</tr>
<tr>
<td>6.0</td>
<td>6.0</td>
</tr>
<tr>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>3.2</td>
<td>1.2</td>
</tr>
<tr>
<td>3.2</td>
<td>4.2</td>
</tr>
<tr>
<td>6.0</td>
<td>6.0</td>
</tr>
<tr>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>3.2</td>
<td>1.2</td>
</tr>
<tr>
<td>3.2</td>
<td>4.2</td>
</tr>
<tr>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>3.2</td>
<td>1.2</td>
</tr>
<tr>
<td>3.2</td>
<td>4.2</td>
</tr>
<tr>
<td>6.0</td>
<td>6.0</td>
</tr>
</tbody>
</table>

### TABLE II

**EXACT, BOUNDED & APPROXIMATE $C_{eff}$

<table>
<thead>
<tr>
<th>Involved Parameters</th>
<th>Exact Channel Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>$m_s$</td>
</tr>
<tr>
<td>2.5</td>
<td>3.0</td>
</tr>
<tr>
<td>3.2</td>
<td>3.0</td>
</tr>
<tr>
<td>3.2</td>
<td>2.3</td>
</tr>
<tr>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td>2.5</td>
<td>3.0</td>
</tr>
<tr>
<td>3.2</td>
<td>3.0</td>
</tr>
<tr>
<td>3.2</td>
<td>2.3</td>
</tr>
<tr>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td>2.5</td>
<td>3.0</td>
</tr>
<tr>
<td>3.2</td>
<td>3.0</td>
</tr>
<tr>
<td>3.2</td>
<td>2.3</td>
</tr>
<tr>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td>2.5</td>
<td>3.0</td>
</tr>
<tr>
<td>3.2</td>
<td>3.0</td>
</tr>
<tr>
<td>3.2</td>
<td>2.3</td>
</tr>
<tr>
<td>4.5</td>
<td>4.5</td>
</tr>
</tbody>
</table>

$\gamma = 20$ dB, $C_{Opra}/B = 5.8$ bits/sec/Hz when $\gamma_0 = 1$ dB and 2.8 bits/sec/Hz when $\gamma_0 = 10$ dB. Yet, a similar capacity trend is observed across all fading conditions for the considered $\gamma_0$ values.

Fig. 5 and Fig. 6 demonstrate the performance of the considered $C_{CIFR}$ and $C_{TIFR}$, respectively, for different values of $m$, $m_s$ and $\sigma$ parameters of the $\mathcal{F}$ composite fading channels, namely $1 < m < 15$, $1 < m_s < 15$ and $0 < \sigma < 40$ dB. It is also noted that the value of $\gamma_0$ for Fig. 6 was set to 5 dB. As expected, for both $C_{CIFR}$ and $C_{TIFR}$ cases, better performance is achieved at higher $m$, $m_s$ and $\sigma$ whereas poor performance is observed at lower $m$, $m_s$ and $\sigma$. The difference in the achievable capacity levels is significant since variations

![Fig. 5. $C_{CIFR}/B$ in an $\mathcal{F}$ fading channel as a function of the $m$, $m_s$ and $\gamma$ parameters.](image-url)
by truncated channel inversion ($\gamma_0 = \gamma_0^t$), compared to total channel inversion ($\gamma_0 = 0$), is more significant when the channel is subject to severe multipath fading and simultaneous heavy shadowing i.e., intense composite fading conditions.

Table III depicts the exact achievable channel capacities for different fading conditions and average SNR values assuming $A = 2$ for $C_{\text{eff}}$ and $\gamma_0 = \gamma_{\text{th}} = 2\text{dB}$ for $C_{\text{OPRA}}$ and $C_{\text{TIFR}}$. It is shown that the achievable capacities around 0dB are comparable for all types of fading composite fading conditions. However, as the average SNR values increase, we notice larger performance deviations and achievable capacity. Also, the detrimental effect of latency is evident, as this measures exhibits lower performance compared to the other capacity measures. This indicates that latency must be taken into thorough consideration in the determination of the achievable performance limits and hence, in the design and deployment of emerging wireless communication systems with stringent quality of service requirements.

Finally, the proposed approximate/bound representations for $C_{\text{OPRA}}$ and $C_{\text{TIFR}}$ are depicted in Table IV assuming $\gamma_0 = \gamma_{\text{th}} = 1\text{dB}$. It is observed that the accuracy/rightness of them is relatively low in the low average SNR regime but their accuracy/rightness increases considerably as the average SNR increases. This is observed across all average SNR regimes and particularly in $C_{\text{TIFR}}$, where the achieved accuracy is significantly high. This verifies the usefulness of these additional analytic representations since they are part of a comprehensive framework that will be useful in future designs and deployments of emerging wireless systems.

VI. CONCLUSION

In this paper, we presented a comprehensive capacity analysis over $F$ composite fading channels. In particular, it was shown that the tractability of the $F$ composite fading model led to the determination of the channel capacity for two distinct cases: i) when CSI is available only at the receiver; ii) when CSI is available both at the transmitter and at the receiver. In this context, we derived novel analytic expressions for the capacity of five different schemes, namely (1) optimum rate adaptation; (2) optimum power and rate adaptation; (3) channel
inversion with fixed rate; (4) truncated channel inversion with fixed rate; and (5) effective capacity. When comparing these expressions with those for the generalized-$K$ fading channels given in [30], the $F$ fading model exhibits lower complexity and provides more insights on the impact of the involved parameters on the overall system performance. Based on this, it was shown that the spectral efficiency changes considerably even at slight variations of the average SNR and the severity it was shown that the spectral efficiency changes considerably given in [30], the $F$ and spectrum aggregation for use in heterogeneous networks, and deployment of future communications systems. For ex-
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