
Waveform Design for Over-the-Air Computing
under Sampling Error

Nikos G. Evgenidis1, Nikos A. Mitsiou1, Sotiris A. Tegos1,2, Panagiotis D. Diamantoulakis1,
Panagiotis Sarigiannidis2 and George K. Karagiannidis1,3

1Department of Electrical and Computer Engineering, Aristotle University of Thessaloniki, 54124 Thessaloniki, Greece
2Department of Informatics and Telecommunication Engineering, University of Western Macedonia, 50100 Kozani, Greece

3Artificial Intelligence & Cyber Systems Research Center, Lebanese American University (LAU), Lebanon
nevgenid@ece.auth.gr, nmitsiou@auth.gr, sotiristegos@ieee.org
padiaman@auth.gr, psarigiannidis@uowm.gr, geokarag@auth.gr

Abstract—To accommodate the large number of devices ex-
pected to operate in next-generation networks, a paradigm shift
toward over-the-air (OTA) computing has been proposed, which
takes advantage of the superposition principle of multiple access
channels aiming to achieve better resource management as it
supports simultaneous transmission in time and frequency. How-
ever, related studies have focused on analog transmission schemes
without considering the components of modern transceivers.
Therefore, to facilitate the use of OTA computing in modern
systems, we investigate the impact of different waveforms trans-
mission in OTA computing by taking into account the sampling
errors that occur at the receiver side due to synchronization
problems. To this end, the average minimum square error (MSE),
under time sampling error for any utilized waveform, is investi-
gated. Then, the MSE minimization problem is formulated and
solved using alternating optimization to extract an efficient power
allocation scheme. Simulation results for the raised cosine (RC)
and the better-than-raised-cosine (BTRC) waveforms validate the
theoretical part of our work and illustrate the efficiency of the
extracted power allocation scheme while also providing a fair
comparison between the RC and the BTRC waveforms.

Index Terms—over-the-air computing, synchronization, time
sampling error, resource allocation

I. INTRODUCTION

Beyond 5G wireless networks are expected to support many
new applications for devices, of which computing is one
of the most important due to its necessity in many real-
world scenarios, such as autonomous driving, etc. Therefore,
more suitable techniques to better handle resource availability
are needed for such goals [1]. For the task of computing,
OTA computing is considered an interesting option since
it utilizes the multiple access channel (MAC) superposition
principle, which allows the transmission of multiple devices
simultaneously, enabling wireless data aggregation [2] with
reduced computational complexity due to the distributed nature
of the method. However, OTA computing has not been studied
in combination with fundamental elements of modern commu-
nication systems such as digital waveforms and filters, which
limits its applicability and integration into current systems.

The ability of OTA computing to approximate target func-
tions that can be written in nomographic form was facilitated
in the seminal works [3], [4], while in [5] it was shown
that uncoded analog transmission is the optimal transmission

method for OTA computing, thus distinguishing it from mod-
ern systems that mostly rely on the use of digital waveforms
for transmission [6]. With this in mind, optimal power alloca-
tion techniques for OTA computing have been studied in [7],
[8], while optimal power allocation schemes and techniques
to improve accuracy performance were proposed in [9].

OTA computing has also been studied in combination with
many emerging technologies to improve its performance.
For example, in [10], [11], reconfigurable intelligent surfaces
(RISs) were considered as a means to increase accuracy
through optimal handling of RISs, resulting in improved
channel conditions. Similarly, MIMO systems have been pro-
posed as a possible way to improve the performance of OTA
computing. As such, many different directions have been
explored in [12], [13], including joint hybrid beamforming and
multiple target function computation under mean squared error
(MSE) threshold and outage probability constraints. Federated
learning (FL) has also been considered as an application to be
enabled by OTA computing, since the distributed structure of
the former fits the OTA computing model. In this context, OTA
computing has been studied as an effective way to provide
the update from the distributed devices to the fusion center
(FC) [14], [15]. The convergence of FL even if not all devices
participate with updates for each training round has also been
studied in [16]. Although OTA computing has been studied
extensively, most works are based on the assumption of analog
transmission without considering the existing components of
current communication systems. In [17], a DNN framework
was proposed to enable OTA computing for digital systems
without discussing the fundamental principles related to the
transmitted waveforms and the impact of practical issues such
as sampling error. In order to enable OTA computing in
modern devices, it is crucial to investigate the performance
of OTA computing under such scenarios.

Therefore, our work aims to investigate the performance
of OTA computing when used in modern communication
systems, along with the practical issues that arise in the latter.
To this end, an optimization problem is formulated based on
the transmitted waveforms, and sampling errors are considered
as part of it to extract an optimal power allocation scheme for
such a scenario. Simulation results illustrate a performance
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gain by using the proposed power allocation scheme over the
current optimal scheme proposed in [7].

II. SYSTEM MODEL

A. OTA Computing Preliminaries

In this work, we consider an OTA computing system
consisting of numerous transmitting devices and a receiver,
that also acts as an FC. Let K be the number of transmitting
devices participating in the system, the measurements of which
are all independent to one another. The main objective of OTA
computing is the calculation of a function f : RK → R
of all transmitted data, denoted as f(x1, x2, · · · , xK). When
f is a nomographic function, it is known that there exists
an appropriate function decomposition consisting of a pre-
processing function φk : R → R,∀k ∈ {1, · · · ,K} and a
post-processing function ψ : R → R, such that the target
function f can be expressed as

f(x1, x2, · · · , xK) = ψ

(
K∑

k=1

φk(xk)

)
, (1)

where xk denotes the data measurement of the k-th device.
Due to the stochastic nature of the wireless medium, all
transmitted data are subject to channel fading and noise at
the receiver, resulting in

f̂ = ψ

(
K∑

k=1

hkφk(xk,t) + n

)
, (2)

where hk denotes the channel fading of the k-th device, which
is assumed to follow a Rayleigh distribution, and n denotes the
additive white Gaussian noise (AWGN) with En[n] = 0 and
En[n

2] = σ2, where σ2 is the noise power and EX [·] denotes
the expectation with respect to (w.r.t.) to the random variable
X . We define the set of all devices as K = {1, · · · ,K}, where
the devices are ordered in ascending order of their channel
gains. For the transmitted data of each device it is assumed that
Exk

[xk] = 0, ∀t and Exk
[x2k] = 1. In the context of this paper,

and without loss of generality, we assume that the receiver and
all transmitting devices are equipped with a single antenna. We
assume that perfect channel state information (CSI) is available
at both the transmitter and the receiver.

B. Basic Waveforms

Most modern communication systems are based on the use
of suitable waveforms to tackle the effects of phenomena such
as intersymbol interference (ISI). In general, ISI occurs when
the transmitted symbols are interfered with past and future
symbols, resulting in incorrect reconstruction of the original
symbol at the base station (BS). Let T be the symbol period
for all devices and zk(t) be the waveform associated with the
k-th device and its data xk. Because of its ability to counter
ISI, one of the most commonly utilized waveforms for current
digital systems is the raised cosine (RC) waveform, expressed
in the time domain as

zRC(t) =
1

T
sinc

(
t

T

)
cos
(
πα t

T

)
1−

(
2α t

T

)2 , (3)
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Fig. 1. RC and BTRC waveforms for roll-off factors α = 0.4 and α = 0.8.

where α is the roll-off factor. A slightly different waveform
that is known to achieve better BER performance in con-
ventional communication systems is the better-than-raised-
cosine (BTRC) or flipped-exponential waveform. The BTRC
waveform also satisfies the Nyquist criterion and is given in
the time domain as

zBTRC(t)=
1

T
sinc

(
t

T

)
4βπt sin

(
παt
T

)
+2β2 cos

(
παt
T

)
−β2

(2πt)2+β2
,

(4)
where β = 2T ln 2/α. The impact of the roll-off factor on the
waveform response can be seen in Fig. 1, where RC and BTRC
waveforms are plotted for two values of α.

The bandwidth of both waveforms is dependent on the
selected roll-off factor of the system, as follows

WSC = (1 + α)W. (5)

In general, the roll-off factor controls both the bandwidth
excess and the amount of ISI in the system. Larger values
indicate a system that is more resilient to ISI due to the
smaller amplitude of the sidelobes as illustrated in Fig. 1, but
with a larger spectrum allocation, while the opposite holds for
small values of it, thus creating a critical trade-off between
communication performance and resource efficiency.

It is important to note that most modern communication
systems rely on a two-part split of the used waveform, i.e.,
for practical reasons, both the transmitting device and the
BS are equipped with the square-root filter of the waveform,
which leads to an optimal SNR at the receiver side [18] when
sampling takes place. This technique does not affect the actual
received signal in any way, but is preferred for practicality
and sampling reasons, while also ensuring a fair comparison
amongst different waveforms since the energy of both the
square-root RC and the BTRC will be equal to E = 1.
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C. OTA Transmission under Sampling Error
Without loss of generality, we assume that the target func-

tion is the arithmetic mean of all transmitted data, in which
case, pre- and post-processing functions are not required to be
utilized on either side of the transceiver, except for appropriate
power allocation of the participating devices. Let bk ∈ C be
the transmit factor at the k-th device, where |bk| symbolizes
the transmit power and ∠bk symbolizes the phase of the
transmit signal. Similarly, a ∈ C∗ symbolizes the receiver
gain factor. All transmitting devices are assumed to have a
common maximum power P , so that |bk|2 ≤ P for all k ∈ K.
Due to the perfect CSI availability, the phase of bk can always
be chosen such that the phase shift introduced by fading is
always eliminated. Thus, we consider that the receiver gain,
the transmit power, and the channel coefficients are all real
numbers, i.e., a, bk, hk ∈ R, ∀k ∈ K.

For our case of study, time sampling error, ϵ, occurs and we
assume that it follows a Gaussian distribution centered around
the ideal sampling time [19] and it has variance σ2

ϵ , hence
ϵ ∼ N (0, σ2

ϵ ). If the sampling error is the only imperfection
at the receiver, the received signal can be described as

ŷ = a

(
K∑

k=1

xkzk(ϵ)bkhk + n

)
. (6)

It should be highlighted that (6) corresponds to the case of
flat-frequency channel fading, where no ISI is present, and
the ideally received signal is given by

r =

K∑
k=1

xk. (7)

III. OPTIMIZATION PROBLEM

In this section, we formulate an optimization problem
aiming to minimize the MSE of OTA computing between the
ideal and actual received signal for both RC and BTRC. To
this end, sampling error is considered to be present, while the
optimal power allocation for any waveform during the OTA
transmission is also extracted.

By definition, ideal sampling of any waveform occurs
exactly at intervals of symbol period T . Since we assume that
ideal sampling occurs at t = 0, it is clear that introducing the
sampling error ϵ will lead to (6) and (7). Consequently, the
MSE in this scenario can be expressed as

MSE(a, b) = Eϵ

[
K∑

k=1

(
azk(ϵ)bkhk − 1

)2
+ σ2a2

]
, (8)

where the expectation w.r.t. xk, ∀k ∈ K, and n have been
calculated and b = [b1, · · · , bK ] is the transmission power
vector of all users. Knowing the sampling error distribution
allows the numerical calculation of the expected values ϵ̄1 =
Eϵ[zk(ϵ)] and ϵ̄2 = Eϵ[z

2
k(ϵ)] and it is straightforward to prove

that the MSE under time sampling error is now described by

MSE(a, b) =

K∑
k=1

(
(abkhk)

2
ϵ̄2 + 1

)
− 2

K∑
k=1

abkhk ϵ̄1+σ
2a2.

(9)

Then, we can formulate the following optimization problem
w.r.t. the power allocation factors at the transmitting devices
and receiver sides

min
a,b

∑K
k=1

(
(abkhk)

2
ϵ̄2 + 1

)
−2
∑K

k=1 abkhk ϵ̄1 + σ2a2,
s.t. C1 : bk ≤ P, ∀k ∈ K.

(P1)

It is noted that (P1) is non-convex w.r.t. a, b jointly, but it
is straightforward to prove that it is convex w.r.t. a and b
separately. For this reason, we will use alternating optimization
to tackle (P1).

For constant a, each device aims to independently minimize
its MSE term given as Sk = (a2h2k ϵ̄2)b

2
k − 2ahk ϵ̄1bk + 1. By

fundamental properties of quadratic functions, Sk obtains its
minimum at bk = ϵ̄1/(ahk ϵ̄2), but due to the power constraint,
this power can be selected only if

√
P > ϵ̄1/(ahk ϵ̄2), otherwise

bk =
√
P must hold. Thus, the optimal power policy for a

given a is given by

bk = min

{√
P ,

ϵ̄1
ahk ϵ̄2

}
, ∀k ∈ K. (10)

We observe that if there exists a device i ∈ K that can select
bk = ϵ̄1/(ahk ϵ̄2), any device j ∈ {K|j > i} can also select the
same inverse channel-like transmit power due to the ascending
channel order. Taking this into account, we decompose the
original problem into K subproblems considering the different
transmit power levels that can be selected. Then, for the i-th
subproblem, the aim is to minimize the MSE, which can be
written as

MSEi(a) = a2

(
i∑

k=1

Ph2k ϵ̄2 + σ2

)
− 2a

i∑
k=1

√
Phk ϵ̄1

+

K∑
k=i+1

(
1− ϵ̄21

ϵ̄2

)
+ i.

(11)

It should be noted that for the power allocation of the i-th
device in (10) to be feasible, the following must hold for the
receiver gain factor

ϵ̄1√
Phi+1ϵ̄2

< a. (12)

If (12) is satisfied, the minimum value of (11) is reached when

a = ai =

√
P ϵ̄1

∑i
k=1 hk

P ϵ̄2
∑i

k=1 h
2
k + σ2

, (13)

and thus the global minimum of (11) is equal to

MSEi

(
max

{
ϵ̄1√

Phi+1ϵ̄2
, ai

})
. (14)

By comparing the values of the sequence MSEi, ∀i ∈ K
described by (14), we can identify the number of devices i∗

that must transmit with maximum power, which is equal to

i∗ = argmin
1≤i≤K

MSEi. (15)
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Fig. 2. Waveform MSE performance for varying number of devices K and
sampling error variance σϵ = 0.1.

Then, the optimal power allocation at the devices and the
receiver can be calculated by combining (15), (13) and (10)
in this specific order.

It is important to emphasize that, as observed by the
previous analysis, the optimal power allocation policy of OTA
computing is affected by the transmitted waveform, and specif-
ically by the first two moments of the waveform amplitude,
ϵ̄1 and ϵ̄2, when sampling error occurs. Therefore, proper
selection of the transmitted waveform can lead to improved
MSE performance.

IV. SIMULATION RESULTS

In this section, the simulation results are presented. For
all simulations, we assume that channel fading follows the
circularly symmetric complex Gaussian distribution, i.e., hk ∼
CN (0, 1),∀k ∈ K and without loss of generality, the sampling
error follows a Gaussian distribution with mean value µϵ = 0
and variance σ2

ϵ = 0.1, where time is considered normalized
w.r.t. the symbol time period T . Unless otherwise stated, we
assume that there are K = 20 devices participating in the OTA
transmission scheme, each utiling 40% additional bandwidth,
i.e., α = 0.4, and that the maximum transmit power at each
device is such that the transmit SNR is Pmax/σ2 = 10 dB.
In order to evaluate the simulated results the average MSE is
used as performance metric, which is defined as E[MSE]/K.

With regards to the simulated policies, by ”Proposed” we
refer to the power allocation scheme extracted in Section III
while by ”Ideal” we refer to the power allocation scheme
which was extracted in [7] where the ideal case of no sampling
error was considered.

Fig. 2 illustrates the average MSE performance for different
numbers of transmitting devices. As shown, the presence of
sampling error, even for relatively small values, has a signif-
icant impact of about 15% on the MSE of OTA computing.
This indicates the importance of studying its effect and how
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Fig. 3. Waveform MSE performance for varying transmit SNR P with roll-
off factor α = 0.8 and sampling error variance σϵ = 0.1.

to mitigate it. It can be observed that for both considered
waveforms, the proposed power allocation policy achieves
about 5% better performance than the policy that considers
the ideal scenario without considering the sampling error.
However, it is also important to emphasize that although the
sampling error degrades the MSE performance, the latter still
has a decreasing behavior with increasing number of devices,
which is extremely important for applications such as FL to
ensure the convergence of distributed training.

In Fig. 3, the average MSE performance is plotted against
the transmit SNR for a roll-off factor α = 0.8. As expected,
the performance of the system improves as the value of SNR
increases, regardless of the waveform used for transmission.
It is also important to note that the proposed power allocation
policy outperforms the ideal scenario where sampling error is
not considered for the whole range of simulated SNR values,
which together with the results of Fig. 2 proves the validity
of the extracted power allocation policy in section III.

Fig. 4 shows the average MSE performance for different
values of the roll-off factor. For the completely ideal scenario
where no sampling error occurs, the performance is obviously
not affected by changes in the values of α, as expected.
Regarding the used waveform, it is important to note that
RC always outperforms BTRC due to the absence of ISI.
This behavior is similar to that of conventional communication
systems, since BTRC can only achieve better performance
compared to RC in the presence of ISI due to the smaller
amplitudes of its sidelobes, which, however, do not affect the
studied model. As observed, increasing the value of the roll-
off factor leads to an increase in the average MSE, indicating
that α should be chosen to be as small as possible. Apart
from this, it is significant to observe that the proposed power
allocation policy again outperforms the policy of the ideal
scenario for the whole range of α. In fact, it is evident that
even by selecting a non-optimal waveform for transmission
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(BTRC in our simulation), it is still possible to outperform the
performance of the optimal waveform (RC in our simulation)
by using the proposed power allocation policy.

V. CONCLUSIONS

In the present work we modified the OTA computing model
in order to expand its application from analog communications
closer to that of modern communication systems. To this end,
our extended model includes digital waveform transmission,
since this is a key component of modern devices. More im-
portantly, we formulated and solved an optimization problem
to counter the effect of sampling error due to synchronization
issues that arise in real-world scenarios. Our proposed policy
showcases an improvement gain over the state-of-the-art op-
timal power allocation policy for varying number of devices
and transmit SNR as well as different bandwidth utilization
corresponding to different roll-off factors. Furthermore, our
results focus on the most commonly utilized raised cosine
and better-than raised cosine waveforms for both of which
improvement is observed, thus highlighting the significance
of the proposed policy.
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