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Abstract—Deep neural networks (DNNs) have demonstrated
their efficacy in delivering accurate solutions to a range of
optimization problems. However, in the context of wireless com-
munications, the size of these problems may vary across adjacent
time slots, due to fast changes in the networks’ architecture, e.g.,
the number of users. It is essential to note that this time-varying
dimensionality of optimization problems in wireless networks
necessitates adjustments in the DNN architecture, resulting in
different numbers of input and output nodes. To address this
challenge, in our paper, optimization problems of varying size
are treated as distinct tasks. To tackle these tasks, a multi-task
learning (MTL) approach based on modular sharing is proposed.
The multi-task approach consists of a DNN, which is used to
extract the solutions for all the optimization problems, and a
router which manages which nodes and layers of the input
and output layer of the DNN to be used during the forward
propagation of each task. Consequently, all tasks share common
parameters of the DNN, while the DNN dynamically adjusts to
the number of nodes of its output and input layers. Numerical
results demonstrate the superiority of the suggested approach over
zero-padding, which is the current solution for handling resource
allocation problems of varying size.

Index Terms—multi-task learning, deep neural networks
(DNNs), non-convex optimization

I. INTRODUCTION

Future wireless networks are envisaged as multi-band, de-
centralized, fully autonomous, and highly flexible user-centric
systems, encompassing satellite, aerial, terrestrial, and under-
water communications [1]. As a consequence, various key
performance indicators (KPIs) need to be considered to meet
the diverse, and often contradictory, requirements of these
subsystems. To achieve this goal, incorporating intelligence
into the physical (PHY) and medium-access control (MAC)
layers of future networks is essential.

Deep neural networks (DNNs) have been widely used for
tackling various complex optimization problems, especially in
the context of wireless communications [2]-[7]. Specifically, in
[2]-[5], DNN-based frameworks were proposed for resource
allocation in wireless communications. In [2], the class of
“learnable algorithms” and the design of DNNs to approximate
some algorithms of interest in wireless were given, while in
[3], [4] a distributed and unsupervised learning (UL) based
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framework for constrained optimization was proposed. Both
frameworks relied on primal-dual optimization for handling
the constraints via the DNNs. Furthermore, in [5], the notion
of intelligent resource allocation for wireless networks was
discussed, while in [6] intelligent resource management based
on online-learning for non-convex problems was investigated.
In the same line, [7] online-learning was utilized for orthogonal
frequency-division multiplexing (OFDM) resource allocation.
Despite their novelty, none of the aforementioned works con-
sidered the case of input data to the DNN with varying
dimensions. To this end, the ZP technique has been employed
in various challenging wireless communication problems [8]—
[12]. Specifically, in [8] a deep reinforcement learning (DLR)
approach for LoRa wireless networks was proposed, where
the ZP was used to ensure the same vector length for all
devices. In [9], ZP for a resource allocation scheme based on
convolutional DNNs (CDNNs) was studied, while in [12] the
ZP technique was used to perform a power allocation scheme
for green Internet-of-Things (IoT) networks. Also, in [10], [11]
ZP was used to handle the changing dimensionality of the input
data associated with the resource management of the network,
under the scenario of multiple access points (APs) and D2D
communications in respect.

As such, in this work, we consider optimization problems
of different size as separate inference-based tasks, and an ap-
propriate mapping which describes the solutions to these tasks
is given. Subsequently, we propose a dynamic DNN, based
on multi-task learning (MTL), which is capable of effectively
capturing this mapping. Towards realizing the proposed multi-
task DNN, the concept of modular sharing is implemented.
Specifically, we let all tasks utilize the common DNN towards
their inference phase, as such, each task “interferes” with
each other and the DNN tunes its parameters to better satisfy
all tasks. Also, a router manages which nodes and layers of
the input and output layer of the DNN to be used during
the forward propagation of each task, due to their need for
a different number of nodes. This enables the DNN to be
dynamic with respect to both its input and output layers. The
proposed multi-task DNN is evaluated under two different re-
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source allocation scenarios. The numerical results demonstrate
that its performance is near the performance of the single-task
DNN, which is specifically designed for optimization problems
of standard dimensionality, while it is superior to ZP.
II. THE SINGLE-TASK PROBLEM FORMULATION
First, we consider the set NV = {1,2,...,N}, and the
following optimization problem
min  fo (z; a)
x
st. fo(x;a) <0, VneN,
xre X,

Py)

where the function fy : RY — R describes the networks cost
function and the functions fi,..., fy : RY — R indicate the
devices local constraints. The functions fy, f1,.., fxv are not
necessarily convex in the general case, but are differentiable.
The set X C RY is a nonempty, compact, and convex set,
reflecting the set of global constraints. Let us denote the
optimal solution of problem (P;) as z*(a) € X. The optimal
solution is parameterized by the parameter a € A C RV,
Thus, there exists an optimal mapping between the parameter
set A and the set X* which is the set containing all optimal
solutions of problem (P;), i.e.,

v 2fat e x| fy(@ia) < fo(wia) Vo € X,

(D
fn(x*;a) <0,Vn e N}
This mapping will be denoted as F and is given below
Fi AL x )

Essentially, finding the mapping F that provides the optimal set
of solutions for problem (P;), can be conceived as an individual
task with input and output dimensionality of R¥, where we
define the input of the task to be the parameters a and its
output to be the optimal value x*(a). ! Next, we present two
conventional DL approaches for approximately obtaining the
desired mapping F.

A. Unsupervised Learning

Model-based methods for solving problem (P;), and subse-
quently, SL, require that some conditions for fg, ..., fx, such
as convexity, hold. This is mandatory for obtaining z*(a),
Va € A. However, several fundamental problems in the field
of wireless communications are not convex. These problems
often are not solvable by standard optimization tools [3]. For
this reason, UL is a promising approach to overcome this
challenge [3], [13] and solve problems of the form given in
(P1), when conditions such as convexity do not hold. We note
that, in [3], [14], it was shown that any convex projection on X
can be realized via DNNs. For instance, an often-encountered
constraint is of the form 1Tz < 1, which can be handled by
using the Softmax function as the output layer of the DNN.

't is clarified that the paper can be easily generalized to the case that the
problem (P1) has different input and output dimensionality.

Nonetheless, in the case that the projection onto set X" is not
convex, or it is not straightforward to be implemented via
the DNN, we can simply concatenate the constraints imposed
by the set X into the rest inequality constraints of (P1) and
proceed without needing to project & onto the set X’ explicitly.
Thus, hereinafter, without loss of generality, the constraint
x € X of problem (P;) will be discarded.

Let us assume a feed-forward fully-connected DNN, with
L+1 layers and d; neurons per layer. Let y'~! to be the input
to the [-th layer of the network, with y° being the input to the
input layer of the DNN, while in our case it holds that y" = a.
Then, forall l = 1,...,L+1and n = 1,...,d; the output y'(n)
of node n in layer [ is obtained as

Y (1) = gna(2na)s 2zng = w] Yy~ +boy 3)

wherein w,,; € R%-1 with w,,;(k) being the weight of the
link between the k-th neuron in layer [ — 1 and the n-th neuron
in layer [, b, ; € R is the bias term of neuron n in layer [, while
9n,i, 1s the activation function of neuron n in layer {. Also,
© £ {W,, b} denotes the weights and biases of all layers,
i.e., the training parameters, W; € Rd-1%di ig the matrix
containing all the weights between the (I — 1)-th and the I-th
hidden layer, and b; € R% is the vector which contains all the
biases of the [-th layer. The output of the unsupervised DNN
is given as y“*!(®;a). The aim of the UL approach is to
obtain a y~*! (@;a), so that y**! (@;a) ~ x*(a), Va € A.
However, the dataset D = {a*, z*(a®)}2_, cannot be created
since there is no tractable way to obtain the values of x*(a")
for each a®. Therefore, in the UL case, the dataset will be given
as D = {a“}P_,, and the UL-based DNN has to be trained
in such a fashion so that y“*! (©;a%) ~ z*(a%), Va* € D.
To this end, it is imperative to define the loss function of the
UL-based DNN so that it includes both the objective function
of problem (P1), and its constraints. A possible approach to
address this is the Lagrange duality method [3]. First, the
Lagrangian of (P;) is given as follows

Lo(@, ) = fo(ia)+ Y Anfn(w50), 4
neN

where the non-negative )\, corresponds to the dual variable
associated with the n-th constraint in (P;). A € RY denotes
the vector containing all \,,, Vn. Moreover, the dual function
G(A) is given as

G(A) =inf Ly(x, A), )
while the respected dual problem is defined as
max G(A)
. (P2)
st. A>=0

To solve problem (P5) the primal-dual method can be employed
[3]. By taking into account that x = y**! (®), we define the
loss function of the UL method as

LuL = Ly(y" T (1), ), (6)
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which takes into account both the objective function and the
constraints of problem (P;). Then, by using the mini-batch
stochastic gradient method, the classic primal-dual algorithm
for solving problem (P5) can be written as follows [3]

@t

o1 _ 77t (; Z Vefo (yL-i-l (G)t—l) ;au) (7)

ueB

+ 3 A (; D Vel (" (071 %a“)> )

neN u€B

+
t t—1 ef 1 L+1 (@t-1) . u
ueB

where ¢ is the iteration index of the iterative procedure, 5 C D
and B = |B| is the batch size of the training dataset is the batch
while (-)* denotes the operation max{0, -}. First, by updating
the training parameters ® through back-propagation, the DNN
learns to minimize the Lagrangian function of (6). Afterwards,
by updating A the dual function given in (7) is maximized. The
iterative updates of (9)-(10) provide approximate solutions to
the optimal value of =*, and to the optimal value of \*.

ITI. RESOURCE ALLOCATION PROBLEMS OF VARYING
DIMENSIONALITY

Despite the potential of UL in addressing optimization
problems, the mapping of (2) is influenced by the set N,
which reflects the dimensionality of the considered optimiza-
tion problem. In the context of wireless communications, the
set N' may represent the number of active users in the net-
work, thus, directly affecting the total number of optimization
variables. In practical systems, the dimensionality of problem
(P1) may change over time. For instance, the number of active
users in the network may vary between adjacent time slots.
As a consequence, changes of the problem’s dimensionality,
result in solving a different problem, i.e., to undertake a
different inference task, when the optimization problem is
tackled through DNNs. However, the SOTA DNNs have a
fixed architecture with a predetermined number of input and
output nodes. Subsequently, a specific DNN can capture the
mapping (2) for only a particular dimensionality value of
problem (P;) [15]. A naive approach to address the challenge
of a task’s changing dimensionality is to pretrain multiple
DNNs for each individual task. However, training different
DNNs for all possible scenarios, such as varying numbers of
users in the network, can be time-consuming and impractical.
This is especially challenging in scenarios like the open RAN
architecture, where network resource allocation operates as
an XApp, since whenever the number of users changes, it is
necessary to remove the outdated xApp and launch an updated
one [16]. This not only complicates the xApps’ life-cycle
management but also limits the network orchestrator’s ability
to adapt to to environmental changes.

Towards addressing this challenge, we first need to con-
sider a new mapping FM7T that can simultaneously handle
optimization problems of the form of (P;), but of different

Node selection

Router

Fig. 1: A modular sharing example for MTL.

dimensionality. As the mapping that represents the solution
of an optimization problem of a specific dimensionality can be
treated as a different task, the new mapping reflects a multi-task
operation, involving tasks of different dimensionality values. In
consequence, the DNN which will be used to approximate the
mapping FM7T should be able to adjust its number of nodes of
its input and output layers based on the dimensionality values
of all considered tasks. With a slight abuse of notation, we
define the set NMT = {N}, Ns, ..., Nk}, with cardinality K,
to be the set which contains all sets that reflect the dimen-
sionality values of all considered tasks. Moreover, for each
N, Vi € {1,2,..., K}, it holds that A; = {1,2,..., N;}, N; €
77", where N; is the input and the output dimensionality of
the ¢-th task. Then, the corresponding mapping of (2) in the
multi-task case is given as follows

FUT A 5 X7 UN € NVT ©)

where a; € A; is the input parameter of the i-th task, A; C
RN, X; C RMi, ¥ (a;) is the optimal solution of (P;) for the
i-th task, and X" is the set containing the optimal values for the
i-th task, Va; € A;, and is defined similar to (1). In essence, to
create the mapping FMT, multiple mappings F;, VA; € NMT,
as given in (2), need to be handled simultaneously by a single
DNN.

A. Modular Sharing-based MTL

As such, in this paper, a multi-task DNN, which is dynamic
with respect to its input and output layers is proposed, and that
can extract the mapping FMT, VA; € NMT task [17]. Let us
consider the computational graph of Fig. 1. We assume that the
DNN network has a number of input and output nodes which
equal the maximum dimensionality value of all the considered
tasks. Then, it has to hold that

dl ZdL :maX{Nl,...,NK}, (10)

while the values of d;,Vi € {2,...,L — 1}, can be chosen
in an arbitrary way. We are interested in designing a single
DNN which can be used for completing multiple tasks, though,
during forward propagation, different tasks may flow through
different sub-networks within the same DNN. Specifically,
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the aforementioned technique is known as modular sharing
[17] and enables a DNN to adapt between different tasks, by
allowing the tasks to share some common DNN parameters.
Let ©;,Vi € {1,2,..., K} denote the training parameters of
the subnet of the single DNN, dedicated to the i-th task. From
the illustrative example in Fig. 1, it can be observed that
different tasks flow through some common pathways in the
computational graph of the DNN, and thus, each task causes
“interference” to other tasks, in the sense that common weights
should be tuned to exhibit satisfactory performance for all the
considered tasks. From Fig. 1 is it also shown that each task
utilizes a different number of input and output nodes, which
is due to the fact that each task has a different dimensionality.
To achieve this, the notion of routing is used [17], [18]. The
router is responsible for dynamically selecting which parts of
the DNN’ input and output layers will be activated during
the forward propagation of each task [17], [18]. Essentially,
for each different task a slightly different DNN, which is a
subnet of the original DNN, is instantiated based on the router’s
output. Therefore, the overall training parameters of the i-th
subnet, for the ¢-th task, during its forward propagation through
the bDNN, are then given as

O ={ Wi[L: Niyil, b AW b}, -

Wil Ni,:},bL}, Vie {1,2,.., K}

We note that the router takes as input the parameter z; €
{0,1}%, which is a one-hot vector that indicates the task’s
index, and then outputs the parameters that will be used per
task at the input and the output layers, as these given above.
1) The bDNN'’s Loss Function Selection: We denote with
L;(©;) the loss function of the proposed method for the i-th
task. Then, the multi-task loss function, is given as follows

where F' : RE — R is a function which receives as an
input all the loss functions which are associated with each
considered task. Many multi-tasks loss functions have been
proposed [17], however to make the multi-task loss function
applicable to optimization via UL, we will assume that F' is
the convex combination of all L;(®;). Therefore, the multi-
task loss function of the proposed scheme will be given as

K
@=Zmu&>

with Zfil Bi: = 1. The optimal tuning of the hyperparameters
B3; is left for a future extension of this work. It should also be
noted that we are currently investigating an intelligent router
that not only manages the selection of input-output nodes for
each task but also optimizes the selection of different paths
per task within the shared DNN architecture. Nonetheless, the
results and analysis provided in this paper are the stepping
stone to that direction, since they showcase that MTL is feasi-
ble and practical for simultaneously solving multiple resource
allocation problems.

13)

Another major challenge for the multi-task DNN is to
provide an output which satisfies all the constraints, of all
different tasks. To this end, a new dual variable, A, ;, needs
to be defined for the n-th constraint of the ¢-th different task.
Then, during the backward propagation, the following holds

K
o= —ntZﬁz[ S Vol (v (©1):at)
i=1 B ueB;
N;
YN (é " Vorui (4" (©0):at) )]
n=1 u€eB; (14)

anz< ZLJrl

+

A= Ay < 1);af)> , (15)
" weB;

where a; is the u-th parameter sample of the i-th task from the
dataset D = {a}P% |, which consists of D; = |D;| samples.
Moreover, B; C D;, B; = |B;| is the batch size used per
task, and yL+1 is the output of the bDNN for the i-th task.
Moreover, fo; is the cost function of the i-th task, and f;, ; is
the n-th constraint of the i-th task.

Table I: Simulation parameters.

[ Parameter ][ Unsupervised scheme |

K 7
N; {5,8,10,12,15, 18,20}
D 40k
L+1 7
d1,ds 20
do - dy 16
B; 32
n 0.0005
Ptot W
Pav 0.5 W
W 1 MHz
Bi 1/K
No —174 dBm/Hz

IV. APPLICATION TO AVERAGE SUM CAPACITY
MAXIMIZATION

Following [3] we will formulate the average sum capacity
maximization problem, under an average and max power
constraint in order to verify the proposed UL-based multi-task
approach. The problem is given below

N
. 2 .
max En llog (1 —&—nzl |7 P¢>
N
> P
n=1

CQ: OSPnSPtOt,VnE{l,...,

(Py)

s.t. Cl : Eh < Pav

N}.

We observe that (P4) is a stochastic optimization problem,
making it notably more complex to address in the general
scenario. Nevertheless, the expectation within the objective
function and the constraints can be readily managed using
the SDG method as presented in (9) [3]. Hence, there is no
requirement for further analysis, and problem (P4) can be
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Fig. 2: The performance for N = 5.

resolved using either (9) in the single-task case, or alterna-
tively, (14),(15) in the multi-task scenario. Consequently, the
proposed multi-task approach remains applicable to stochastic
optimization problems as well. The dataset comprises only of
the feature vectors h, thus, D = {h"}_,. This dataset will
be also established for all, N;, Vi € {1,..., K}. In this case,
the bDNN architecture also follows that of Fig. 2, where all
hidden layers are dense, followed by the ReL.U function, with
exception of the last layer, which is followed by the Sigmoid
activation function, such that the constraint Cy of problem (Py)
always hold. The constraint C; will be forced to hold via the
primal-dual optimization.

V. NUMERICAL SIMULATIONS

In this section, the proposed multi-task approach is evalu-
ated. All parameters are given in Table I. The results were aver-
aged using a Monte Carlo approach over 100 iterations, while
both resource allocation scenarios were studied under Rayleigh
fading. The Adam optimizer was used to train all the illustrated
schemes, following Algorithm 1. The training dataset consists
of 30k samples, while the testing dataset consists of 10k
samples. To verify the performance of the proposed multi-
task DNN, its performance, i.e., the testing evaluation, will be
compared to the performance of the following DNN schemes:

single-task DNN
zero-padding
multi-task DNN

Average Sum Capacity

3 |
0 2000 4000 6000 8000 10000
Number of Epochs

(a) The average sum capacity.

5 04 -
=
=035
2
=03
£ 025
g
2 02 -
g single-task DNN
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a?;D 0.1 l‘h‘i multi-task DNN
1 —
o) 0.05 r PR LA s bt b D )
E 0 A A A o AR Al AL

0 2000 4000 6000 8000 10000
Number of Epochs

(b) The constraint violation.

Fig. 3: The performance for N = 20.

single-task DNN: The single-task DNN has an overall
number of training parameters equal to the number of
the bDNN’s training parameters. A different single-task
DNN is trained for each different task. Therefore, the
performance of the single-task DNN can be considered
as the upper (lower) bound for the performance of the
proposed multi-task DNN.

zero-padding: The architecture and the number of training
parameters of the ZP-based DNN is the same with the
single-task DNN, but the dataset of each task is padded
with zeros until the feature and label dimensions of all
tasks become equal to max{Njy,..., Nx}. This way, a
single DNN can be trained subject to all tasks. We note
that ZP may not always be applicable to UL-aided opti-
mization problems, but it is applicable to problem (Py).
This is in contrast to the proposed multi-task approach
which is always applicable to UL-aided problems.

In Fig. 6, the performance of the UL scheme, for N = 5, is
plotted. The single-task DNN outperforms the multi-task DNN,
but its average constraint violation converges slower compared
to that of the multi-task DNN. This is attributed to the fact
that interference between different tasks might accelerate the
convergence of the respected single tasks components [17].
Nonetheless, all DNNs have the same constraint violation.
The proposed multi-task DNN outperforms the naive multi-
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Table II: Evaluation of the MTL approach.

Scheme Task N=5|N=8 | N=10 | N=12 | N=15 | N=18 | N=20
single-task DNN 2.236 2.797 3.1053 3.263 3.515 3.754 3.883
proposed multi-task DNN 2.233 2.783 3.047 3.244 3.5086 3.7309 3.863
task DNN, while ZP converges poorly, obtaining a solution REFERENCES

which provides the least average sum capacity.

Finally, in Fig. 8, the convergence for NV = 20 is shown.
First, ZP is shown to completely fail to provide a solution
which approximately satisfies the average constraint violation.
This is the reason that the average sum capacity of ZP
outperforms all schemes, since all, since the ZP-based solution
allows the data transmission to utilize more average power than
it is actually available. Again, ZP does not have the ability to
generalize its performance to all considered tasks. Nonetheless,
both multi-task approaches achieve a satisfactory performance,
with the proposed approach having a comparable performance
to that of the single-task scheme. We also note that the given
average sum capacity for the case of N = 20 is greater that
the capacity of the case N = 12.

To further showcase the performance of the proposed multi-
task approach, Table II shows the performance of the single-
task DNN and of the proposed multi-task DNN. ZP has already
shown to perform poorly on several tasks, thus, it was not
included. The improvement (%) of the proposed approach
compared to the benchmark is also given. It can be noticed that
indeed the multi-task DNN generalizes well to all considered
tasks. Specifically, the improvement lies between 1.2 — 7.9%.

VI. CONCLUSION

By treating optimization problems of different dimension-
alities as distinct tasks, we utilized modular sharing to create
a multi-task DNN architecture capable of addressing multiple
optimization problems. Simulation results validated the superi-
ority of the proposed multi-task scheme over the method of
ZP. Future research directions could explore improving the
proposed architecture by optimizing modular sharing, i.e. the
subnet selection per task. This can be done via reinforcement
learning and evolutionary algorithms.
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