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Backhaul-Aware Joint Traffic Offloading and Time
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Abstract—In fifth-generation (5G) wireless networks, hetero-
geneous networks (HetNets) are used to improve capacity and
users’ densification. However, to rapidly deploy a large number
of femto base stations (BSs) in a cost-efficient manner, they should
be connected to the core network through residential broadband
links. As such, different femto BSs may have different backhaul
capacities, which should be taken into consideration when macro
BSs offload traffic to femto BSs. Furthermore, users offloaded
to femto BSs can be severely interfered by the macro BSs if
macro and femto BSs transmit at the same time in the downlink.
This interference can be avoided by proper transmission time
scheduling. In view of the problem, this paper proposes a novel
scheme to jointly perform traffic offloading and time fraction
allocation (TOTFA) to ensure proportional fairness in throughput
among the users. The proposed scheme, called TOTFA maximizes
the weighted sum of the logarithm of user throughput, subject to
constraints imposed by the backhaul capacity. Simulation results
show that TOTFA can improve aggregated throughput up to 100%
compared with a baseline scheme when the backhaul link capacity
is 1.25 Mb/s. Over a range of different backhaul capacities, the
average throughput improvement is 45%.

Index Terms—Backhaul, heterogeneous networks (HetNets),
time fraction allocation, traffic offloading.

I. INTRODUCTION

W E have witnessed a rapid growth in telecommunication
network traffic, particularly in the mobile networks

sector. In a recent report [1], CISCO has claimed that global
mobile data traffic has reached 2.5 exabytes per month at the
end of 2014, and it will continue to grow to 24.3 exabytes per
month by 2019. This rapid traffic growth is driven by the prolif-
eration of wireless smart devices and the popularity of media-
rich wireless applications. For example, there is an increasing
trend for video transmissions over mobile networks [2]. At
the same time, an explosive number of sensors and automated
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devices will be connected to the Internet, in the vision to
form a smart city in the future [3]. Supporting the anticipated
huge traffic demand and a massive number of communicating
devices in a cost-efficient manner is one of the key tasks of
the fifth-generation (5G) wireless systems [4]. This task can
be accomplished through a large-scale and dense deployment
of small cells, which leads to the formation of heterogeneous
networks (HetNets) [5]–[7].

In HetNets, a traditional macro base station (BS) operates
in the same spectrum band with small BSs such as pico and
femto BSs. These small BSs are generally low cost and low
power and have a very small coverage range. In such a co-
deployment architecture, each type of BSs forms a different
tier [8]–[10]. In the highest tier, macrocells provide a wide-area
coverage umbrella, whereas in the lower tiers, small cells are
located in a more targeted but unplanned manner to alleviate
coverage dead zones or to form hot spots. According to [11],
this multitier network can improve capacity because, in the
absence of interference, each new small BS can add extra
spectral efficiency without degrading the coverage probability,
which is independent of the BS densities and their transmission
power values.

In the future 5G two-tier networks, the femto BSs will be
installed by individual residents so that a large number of them
can be rapidly deployed at a low cost. These femto BSs will
be configured to provide open access instead of closed access
and are connected to the core network through residential
broadband links [12]. The service provider will pay for the hard-
ware and installation cost, whereas the residents will pay for
the monthly energy consumption and broadband connection.
In return for the residents’ contributions, the service provider
will offer them priority access to the femto BSs and discount
their subscription fees. This business model allows the service
provider to nurture the operator–user partnership in building a
better network. At the same time, the different premises may
have a different type of residential broadband connections, and
this will lead to a situation where the different femto BSs
may have a different backhaul capacity. In general, backhaul
capacity will have a significant impact on the overall network
performance, and in [13], the capacity of a wireless backhaul
network under saturation conditions is analyzed. Unfortunately,
the results from [13] cannot be directly used in this paper
because we assume that the femto backhaul links are existing
residential broadband connections, whereas in [13], the recently
proposed IEEE 802.11ac configuration has been assumed.

As long as the capacity of the femto backhaul link is suf-
ficient, it is desirable to offload traffic from a heavily loaded
macro BS to a nearby lightly loaded femtocell. This process
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improves the throughput for both the offloaded user equipment
(UE) and the other UEs that stay in the macrocell. This im-
provement is achieved as a result of the better load balancing,
such that all UEs can access more resources that may appear
in the forms of transmission time slots, bandwidth, etc. In
handling offloaded UEs, it was shown in [12] that allocat-
ing dedicated bandwidth to femto BSs can lead to a better
performance, as compared with sharing a common bandwidth
between different network tiers.

In real networks, traffic offloading is performed by adding a
cell association bias to the received signal reference power of a
femto BS, such that a UE selects the femto BS for association,
even if its received signal power is weaker than that of the
macro BS. In the literature, this traffic offloading mechanism
is called cell range expansion because this bias has an effect
of expanding the coverage range of a femtocell [14]. With the
association bias, traffic offloading comes with a side effect,
where UEs are no longer necessarily connected to the BS with
the highest signal strength. This exposes femto UEs to severe
interference from macro BSs in the downlink when femto
and macro BSs transmit simultaneously [15]. To deal with
this issue, enhanced intercell interference coordination (eICIC)
techniques must be used [16], [17].

According to [18], eICIC can be performed by scheduling
transmissions at different time slots, such that interference at
receivers is mitigated. For instance, almost blank subframes
(ABSFs) can be scheduled in downlink transmissions [19].
Within each ABSF, macro BSs are silent so that the femto
BS can transmit to its associated UEs without interference
from the macro BSs. This technique is similar to transmission
time fraction allocation, where each transmitter is allocated a
fraction of a frame duration period, within which interference
from other transmitters can be avoided. However, focusing only
on time fraction allocation can lead to serious unfairness among
different UEs, i.e., a UE with a better link quality is allocated
a larger time fraction to maximize aggregated throughput.
This unfairness is demonstrated in [20] in the context of wire-
less local area networks, where time fraction allocation has
been done in a distributed manner through the IEEE 802.11
configuration. In view of the unfairness issue, instead of solely
maximizing the throughput, one should aim to achieve propor-
tional fairness among all UEs because doing so will implicitly
find a balance between maximizing the throughput and being
fair [21], [22].

In this paper, we aim to achieve proportional fairness among
UEs in a HetNet while allocating time fractions for transmis-
sions and adjusting cell association biases for traffic offloading.
Furthermore, we aim to achieve this goal, assuming different
femto BSs may have different backhaul link capacities due to
their individual choices of residential broadband connections.

A. Related Literature

In the literature, in [23], the benefits of spectrum sensing by
femto BSs in a two-tier HetNet, is analyzed, and it is concluded
that it is important to look beyond system-level performance. In
addition to the overall network performance, it is important to
understand the performance of the individual components such

as different network tiers and individual users. This is consistent
with the goal of this paper, which is not to only maximize the
system throughput but also to be fair to individual UEs so that
each of them can attain a fair share of throughput.

Traffic offloading can be also performed by adding associa-
tion bias to the received signal-to-interference-and-noise ratio
(SINR) [24]. This is different from the case we consider in
this paper, where the offloading decision is based on the actual
received signal reference power plus an association bias. In
practice, a good cell selection scheme should take into account
both signal strength and signal quality (e.g., SINR) but not
only just one of them. For example, in a case where the
signal qualities from two candidate BSs are similar, their signal
strengths will be needed to further differentiate the two. While
signal quality has a more direct effect on the data of a link, there
is no fundamental difference between the concept of applying
association bias to signal strength and signal quality, and we do
not differentiate them while surveying related literature.

Through extensive simulations, in [25], the effect of different
association bias settings is studied, and it is shown that only a
moderate bias is effective in enhancing capacity and through-
put. This is because an overly large bias value may affect the
transmissions in control channels, which has a significant im-
pact on the overall performance. Within an analytical frame-
work, in [26], the optimal cell association bias was determined
by solving a network-wide utility maximization problem using
convex optimization. In a separate work, in [27], an algorithm
was proposed to adjust cell association bias to minimize energy
consumption while supporting multiple traffic classes with
different packet delay requirements. However, in [25]–[27],
time fraction allocation to ensure fairness among different UEs
within a HetNet was not considered.

For time fraction allocations in eICIC, in [28], the number
of ABSFs required in each frame for a given cell association
bias has been studied. Ideally, given the interplay between
association bias and interference coordination, traffic offloading
and time fraction allocation (TOTFA) should be performed
jointly but not separately for different objectives. By adjusting
both transmission time fraction and cell association bias for a
common performance goal, we expect to achieve better fairness
and a higher throughput at the same time.

In [29], optimal ABSF density has been determined after
jointly considering UE association and time fraction allocation.
In this paper, UE association has been done individually on
each user but not on each BS. This contradicts the convention
described earlier [14], where cell association bias is a parameter
assigned to each BS but not UE. Without using the cell associa-
tion bias, it is unclear what is the scalable practical mechanism
that can associate a large number of UEs to various BSs.
Through a semianalytical approach, in [30], the cumulative
distribution function (CDF) of the downlink SINR has been
used to capture the collective effects of association bias and
time fraction allocation. As the CDF changes in response to
adjustment of the bias value and transmission time allocation,
the authors have suggested a guideline to set the association
bias for a desired capacity and fairness. In [30], fairness has
been measured by the sum of link capacity of some UEs but
not the per-UE proportional fairness. For a different objective
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to maximize the sum utility of long-term data rate, in [31], a
joint user association and resource-allocation scheme has been
proposed. However, similar to [29], user association in [31] has
been done individually on each UE and not according to the
per-BS association bias.

The joint user association and resource-allocation scheme in
[32] has aimed to achieve the per-UE proportional fairness.
However, the resource is not the time fraction but the BS
transmission power. In addition, similar to [29] and [31], asso-
ciation has been performed based on each UE but not per-BS.
The work in [33] has jointly performed traffic offloading and
transmission time fraction allocation for achieving proportional
fairness. In a broad sense, it investigates the same problem
as in this paper. Through optimization based on a real-world
radio coverage map, it has been shown in [33] that significant
throughput improvement can be achieved, as compared with
that of using a uniform association bias for all femto BSs.
However, in [33], the effects of limited residential broadband
backhaul link capacity have not been considered.

B. Motivation and Contribution

Based on the related literature presented in the previous
section, there is a clear need to develop a backhaul-aware
method to jointly control cell association bias and transmission
time fraction in achieving proportional fairness among UEs.
The proposed method should follow the convention, where
traffic offloading is done through association bias assigned to
each BS but not individual UEs.

In this paper, we propose a novel scheme, called TOTFA, to
jointly perform traffic offloading and transmission time fraction
allocation in 5G HetNets while ensuring proportional fairness
among UEs, subject to constraints imposed by the backhaul link
capacity. In summary, the proposed scheme

• jointly controls cell association bias for traffic offloading
and transmission time fraction allocation for fairness;

• exploits spatial reuse in time fraction allocation, such that
multiple noninterfering femto BSs can transmit in a same
time slot;

• considers the limited backhaul link capacity, particularly
for unplanned femto BSs, which are likely deployed by
home users, by utilizing their own residential broadband
connections;

• adopts a unique combination of heuristics in deciding cell
association biases and Lagrangian approach in finding the
optimal time fraction allocation.

C. Structure

The remainder of this paper is organized as follows.
Section II describes the system model. In Section III, the
proposed TOTFA scheme is described in detail. Section IV
presents evaluation results and discussions before this paper
ends with concluding remarks in Section V.

II. SYSTEM MODEL

We consider a two-tier HetNet and focus on the downlink
transmissions. For simplicity, we assume that the network

Fig. 1. System model for one macro BS and multiple femto BSs. Data traffic
that is directed to femto BSs needs to re-enter the Internet.

consists of a macrocell and multiple open-access femtocells,
although the method developed in this paper can be easily ex-
tended to the case of multiple macrocells and more femtocells.
For scalability, this extension to cover a bigger network will be
achieved in such a way that a copy of the proposed algorithm
takes care of only a macrocell and its femtocells while multiple
neighboring macrocells operate in different frequency bands
with sufficient frequency reuse factor to avoid cochannel inter-
ference. This way, there will be multiple copies of the computer
program running at a same time at different macro BSs. When
cochannel interference cannot be completely eliminated in a
scenario with more random macrocells deployment, each copy
of the proposed algorithm will take care of a cluster of macro-
cells, and different copies of the program need to coordinate
among themselves to avoid interference between clusters.

In our model, within the macrocell, femtocell locations are ran-
domly distributed, whereas a BS is located at the center of each
cell. Let F be the set of femto BSs, where the cardinality |F| in-
dicates the number of femto BSs within the macrocell. Then, BS
0 refers to the macro BS, and BS i=1, 2, . . . , |F| refers to the
ith femto BS in F . In addition, the set {0,F} includes all BSs.

As shown in Fig. 1, the traffic from the Internet enters the
HetNet through the packet data network gateway. Within the
network, data traffic is directed to BSs through the serving
gateway, which is also connected to the mobility management
entity that keeps track of the associated BSs of each UE. The
serving gateway is connected to each macro BS through a
dedicated backhaul link, which is controlled by the network
operator. On the contrary, there is no dedicated link between
the serving gateway and each femto BS. Traffic heading to
femto BSs needs to re-enter the Internet before reaching them.
Each femto BS is connected to the Internet using individual
residential broadband connections.

Different residents may have subscribed to different broad-
band services and, thus, have different types of connections. We
define bi as the backhaul link capacity for the ith BS. Since the
femto backhaul is not a dedicated link, its data rate can be time
varying. Thus, we assume that bi is the guaranteed component
of the time-varying capacity. The idea of separating a time-
varying link capacity into a guaranteed and a nonguaranteed
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Fig. 2. Measurement of backhaul link capacity for femto BSs.

component has been explored in a different context in [34]
to provide delay guarantee to real-time packets. As shown in
Fig. 2, we determine bi as the minimum value of multiple mea-
surements of the link capacity within a moving time window.
Each measurement can be performed using the single-end probe
method [35].

We use Pi to denote the transmission power of BS i, and
therefore, P0 > Pi ∀ i ∈ F because femto BSs transmit at
lower power compared with macro BSs. Let li,j be the distance
between UE i and BS j and αj be the path loss exponent
for BS j. The received signal strength at UE i from BS j
is given by Pj l

−αj

i,j . When a UE has to select a suitable BS
for association, it may choose the one with the maximum
received signal strength. This simple selection strategy can lead
to underutilization of femtocells because their BSs transmit
at very low power compared with the macro BS. To provide
flexibility and control in offloading traffic from the macrocell
to femto BSs, Long-Term Evolution-Advanced (LTE-A) has
introduced a control parameter called cell association bias [14],
[24]. This bias adds an offset to the received power so that the
perceived value becomes higher than the actual value. Let yj (in
decibels) be the cell association bias for BS j and α (in decibel-
milliwatts) be the minimum power level needed to correctly
detect the signal. In practice, α must be at least 3 dB above
the measured noise power. Then, UE i will select BS j∗ for
association where j∗ is determined as

j∗ = arg max
j∈{0,F}

{
10 log

103Pj

l
αj

i,j

+ yj

∣∣∣∣∣ 10 log
103Pj

l
αj

i,j

> α

}
(1)

where the operation is conditional to ensure that a UE is not
associated with a BS from which it does not receive a suffi-
ciently strong signal power. According to (1), we can offload
more traffic to BS j by using a larger yj . This is because a
larger yj means that the UE is more likely to be connected to BS
j although the actual received signal power from BS j is not as
high as the signal power received from other BSs. Equation (1)
also implies that each UE can only be associated with one BS
at any one moment.

Let Uj be the set of all UEs associated with BS j. The BS
allocates a nonoverlapping transmission time fraction xi to each
UE i ∈ Uj , such that the transmission time fraction of BS j can
be determined as

Tj =
∑
i∈Uj

xi. (2)

In the context of the LTE-A, Tj is the time fraction of a frame
allocated to BS j, where each frame consists of ten subframes
and each subframe has a length of 1 ms. The total transmission
time fraction allocated to all femto BSs makes up the proportion
of ABSF in a frame. If there is no spatial reuse, only one femto
BS is allowed to transmit at each time and the allocated time
fractions for different femto BSs must not overlap. Therefore∑

j∈{0,F}
Tj ≤ 1. (3)

Based on Uj , we further define U = ∪j∈{0,F}Uj as the set of
all UEs in the system, and the cardinality |U| is the total number
of UEs.

III. TRAFFIC OFFLOADING AND TIME

FRACTION ALLOCATION

As aforementioned, the goal of this paper is to achieve
proportional fairness in throughput by controlling the backhaul-
aware cell association bias of each BS and allocating the
transmission time fraction for each UE. Here, we describe the
proposed scheme, i.e., TOTFA, that selects the set of optimal
association biases and time fractions.

In TOTFA, proportional fairness is achieved by maximiz-
ing the weighted sum of the logarithm of individual UE’s
throughput as

max
∑

i∈Uj ;j∈{0,F}
wi log(ui) (4)

where wi represents a weight associated with UE i, and ui is
the throughput for UE i with

ui = xiri (5)

where xi has been defined earlier as the transmission time
fraction allocated to UE i, and ri is the data rate of UE i. The
data rate can be written as

ri =
∑

j∈{0,F}
φi,jWj log2(1 + γi,j) (6)

where Wj is the bandwidth for BS j, γi,j is the received SINR
at UE i from BS j, and φi,j is a BS selection parameter. Here,
φi,j takes the value 1 if UE i is associated with BS j and takes
the value 0, otherwise. Parameter φi,j depends on yj as given
in (1). By changing yj , we can alter which BS that a UE is
connected to. Then, the BS selection parameter is

φi,j =

{
1, if j = j∗

0, otherwise.
(7)

The SINR γi,j depends on the UE’s location relative to the
BS. Let No be the noise power. Then, the respective SINR is

γi,j =
Pj l

−αj

i,j∑
k �=j Pkl

−αk

i,k +No

. (8)

In (8), the interference comes from concurrently transmitting
femto BSs.
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Fig. 3. Formation of nonconflicting groups, i.e., G1 = {0}, G2 = {1, 3},
and G3 = {2}. All BSs in a group can transmit at a same time without
causing interference to each other. For example, BS 1 and BS 3 can transmit
concurrently.

After finding ri in (6), we still need to know the transmission
time allocation before we can determine the throughput using
(5). To allocate downlink transmission time for all UEs, we
exploit the fact that multiple femto BSs may simultaneously
transmit as long as they are sufficiently separated far apart and
do not cause significant interference to each other. We propose
grouping femto BSs into nonconflicting groups, where all BSs
in a group can transmit in the same time slot. For downlink
transmissions, the interference is measured at the UE but not at
the BS. Therefore, as shown in Fig. 3, two BSs are considered
conflicting if there is a UE located such that it can receive
sufficiently strong signals from both BSs.

Practically, each UE i needs to report to its associated BS j
a list Lj,i of all other BSs from which it can correctly receive
a transmission. The BS j will merge the reported lists from all
its UEs such that Lj = ∪i∈Uj

Lj,i. A nonempty list Lj contains
the conflicting BSs of BS j. The list is further reported by the
femto BS j to the macro BS. This reporting is done regularly at
the same timescale as the one we use to estimate backhaul link
capacity in Fig. 2. With the lists from all femto BSs, the macro
BS forms the nonconflicting groups by using Algorithm 1.
Let Gi be the ith nonconflicting group, and each BS can be a
member of one and only one group. The algorithm reserves the
first group, i.e., G1, for the macro BS only. All BSs without
a group assignment are candidates of a new group. A group
is formed by recursively transferring a new candidate BS into
the group if and only if the candidate does not conflict with
all its existing members. This conflict is verified based on Lj ,
which has been reported by each BS j. When a group is formed
but there are remaining candidates, a new group is started.
Therefore, Algorithm 1 will naturally stop when there is no
more candidate BS without a group assignment.

Algorithm 1 Nonconflicting group forming algorithm

1: Initialize F′ to include all femto BSs. Initialize i = 1.
2: Set G1 = {0}.
3: If F′ is empty, do step 8. Otherwise, continue with step 4.
4: Set i = i+ 1.
5: For each member j ∈ F′, do step 6.

6: If j �∈ Lk ∀ k ∈ Gi, do the following:
Gi = Gi ∪ {j}.
F′ = F′ \ {j}.

7: Go to step 3.
8: Stop.

For each ith nonconflicting group Gi, we define an effective
transmission time fraction τi as

τi = max
j∈Gi

{Tj}. (9)

Let G be the set of all nonconflicting groups, such that its ith
member is Gi. Then, since all BSs in a nonconflicting group
may transmit at the same time, (3) can be rewritten as∑

i∈G
τi ≤ 1. (10)

With the relations among user throughput, cell association
bias, and transmission time fraction defined so far in this
paper, we can now state the proportional fairness optimization
problem. First, we define a vector x to include transmission
time fractions for all UEs such that x = [x1, x2, . . . , x|U|]. In
addition, we define another vector y to include association
biases for all BSs such that y = [y0, y1, . . . , y|F|]. Then, the
optimization problem can be written as

max
x,y

∑
i∈U

wi log(xiri) (11)

s.t. 0 ≤ xi ≤ 1 ∀ i ∈ U

yj ≥ 0 ∀ j ∈ {0,F}∑
i∈Uj

xiri ≤ bj ∀ j ∈ {0,F} (12)

∑
k∈G

max
j∈Gk

∑
i∈Uj

xi ≤ 1.

The third constraint of (12) is necessary to ensure that all the
UEs of a BS are not allocated transmission time fractions,
which will result in an aggregated throughput, that is larger than
the BS’s backhaul link capacity.

The optimization problem (11) is not easy to solve because
ri depends on y through φi,j , which is discrete. TOTFA deals
with the problem by breaking it into two steps. In the first step,
we find a vector y∗ through heuristics so that the second step
does not depend on the discrete variables and, thus, can find the
optimal transmission time fractions more easily.

To find y∗, we let the association bias of the macro BS, i.e.,
y0 = 0. This is a realistic consideration because the purpose of
introducing association bias is to offload traffic to femtocells,
and thus, there is no need for the macro BS to compete with the
femto BSs for more UEs by increasing its association bias. For
other BSs in the system, their association biases are determined
using Algorithm 2. In this algorithm, given the association bias
vector y, the function

fj(y) =
∑
i∈Uj

ri(y) (13)
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determines the aggregated data rate of all UEs associated
to BS j.

Now, to fairly distribute traffic load among different femto
BSs with different backhaul capacities, the aggregated data rate
at a BS j must not exceed a fraction, i.e., bj/

∑
i∈{0,F} bi, of

the total aggregated data rates of all BSs, i.e.,
∑

i∈{0,F} fi(y).
Therefore, in a round-robin manner, Algorithm 2 successively
increases the association bias for as much as Δ, for a BS j,
only if doing so does not cause the adjusted fj(y) to exceed a
backhaul-dependent proportion �j , which is determined as

�j =
bj

∑
i∈{0,F} fi(y)∑
i∈{0,F} bi

. (14)

Since each BS is examined once in each round, the algorithm
stops when none of the BSs has its adjusted aggregated rate
fj(y) lower than or equal to �j .

Algorithm 2 Cell association bias algorithm

1: Initialize y0 = 0 and yi = 0; ∀ i ∈ F .
2: For each member j ∈ F , do steps 3 to 5.
3: Set y′ = [y0, . . . , yj +Δ, . . . , y|F|].
4: Compute �j = bj

∑
i∈{0,F} fi(y

′)/
∑

i∈{0,F} bi.
5: If fj(y′) ≤ �j , do the following:

yj = yj +Δ.
6: If none of the yi; ∀ i ∈ F has been updated, continue with

step 7. Otherwise, go to step 2.
7: Set y∗ = [y0, y1, . . . , y|F|].
8: Stop.

With y∗ determined in Algorithm 2, we can now rewrite (11)
so that it can be solved in the second step. Let r∗i be the data
rate of UE i given the association bias vector y∗. Then, the
optimization problem is given by

max
x

∑
i∈U

wi log (xir
∗
i ) (15)

s.t. 0 ≤ xi ≤ 1 ∀ i ∈ U∑
i∈Uj

xir
∗
i ≤ bj ∀ j ∈ {0,F} (16)

∑
j∈E

∑
i∈Uj

xi ≤ 1 (17)

∑
i∈Uj

xi ≤
∑
i∈UEk

xi ∀ j ∈ Gk. (18)

Constraint (17) is an alternative representation of the final
constraint of (11). In (17), E is a set where its ith member, i.e.,
Ei is a BS from the ith nonconflicting group Gi, and this BS is
determined as

Ei = argmax
j∈Gi

{Tj}. (19)

Constraint (18) is necessary to ensure that the transmission time
fraction of a BS is upper bounded by the largest transmission
time fraction of its nonconflicting group.

The optimization problem in (15) can be solved by the aug-
mented Lagrangian approach [36]. We define the Lagrangian as

L(x,λ,μ, η)=
∑
i∈U

wi log (xir
∗
i ) +

∑
j∈{0,F}

λj

⎛
⎝bj −∑

i∈Uj

xir
∗
i

⎞
⎠

+
∑
k∈G

∑
j∈Gk

μk,j

⎛
⎝ ∑

i∈UEk

xi −
∑
i∈Uj

xi

⎞
⎠

+ η

⎛
⎝1 −

∑
j∈E

∑
i∈Uj

xi

⎞
⎠ (20)

where time fraction allocations x are called the primal vari-
ables. On the other hand, λj , μk,j , and η are dual variables,
and they are also called the Lagrange multipliers. All Lagrange
multipliers must be positive real numbers. We use λ =
[λ0, λ1, . . . , λ|F|] to denote the vector of λj . Similarly, we use μ
to denote the vector of μk,j . For simplicity, we further use z to
represent the vector of all dual variables such that z = [λ,μ, η].

The original constrained optimization problem can now be
transformed into the following nonconstrained optimization
problem:

D(z) = min
z≥0

max
x∈X

L(x, z) (21)

where X is the feasible space for the primal variables. All the
solutions to D(z) are forced to lie within X. The choice of
the space can affect the solution and the speed in finding the
solution. We define the space X as

X =

{
x : 0 ≤ xi ≤ 1 ∀ i ∈ U ,

∑
i∈U

xi ≤ 1

}
. (22)

This feasible solution space is larger than that constrained by
(17) alone so that we can explore a solution compromising
various constraints when there is a duality gap.

The problem D(z) can be iteratively solved until a conver-
gence is achieved, where each iteration consists of two steps,
namely, greedy primal update step and subgradient descent dual
update step. In the greedy primal update, the primal variable in
iteration t, i.e., xt, is updated as

xt = argmax
x∈X

L(xt−1, zt−1). (23)

Equation (23) requires finding the value of each xi that max-
imizes the Lagrangian, given other primal and dual variables’
values from the previous iteration. If the Lagrangian is differen-
tiable by xi, the maximum value is achieved when its derivative
is zero. The partial derivative is determined as

∂L(x, z)

∂xi
=

wi

xi
− (λjr

∗
i + μk,j + η) . (24)

This simple form of the partial derivative can be obtained with
the fact that each UE i can only be associated with one BS j.
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In (24), μk,j indicates that UE i is associated to BS j, which
is a member of the nonconflicting group Gk. Therefore, μk,j =
0 when j = Ek. In addition, η = 0 when j �= Ek. Let xi(t) be
the value of the time fraction for iteration t. Similarly, λj(t),
μk,j(t), and η(t) are respectively the dual variable values at
iteration t. Then, we can find the primal value that maximizes
the Lagrangian at iteration t+ 1 as

xi(t+ 1) =

⎧⎪⎨
⎪⎩

wi

λj(t)r∗i + η(t)
, if j = Ek

wi

λj(t)r∗i + μk,j(t)
, otherwise.

(25)

In subgradient descent dual update [37], the updated primal
values from (25) are used together with the dual values from
previous iteration as

zt = [zt−1 + δg(xt)]
+ (26)

where g(x) is a vector of the three constraints (16)–(18) written
in such a way that g(x) ≤ 0. Defining g(x) in such a way
is essential because it is desired that the dual variables are to
be updated to bring down the value of the Lagrangian only
when the constraints are enforced. In (26), δ is the step size
for updating the dual variables, and [·]+ is componentwise
projection into the space of nonnegative real numbers. Due to
the fact that each UE i can only be associated with a BS j, we
can update the dual variable λj(t+ 1) at iteration t+ 1 as

λj(t+ 1) =

⎡
⎣λj(t) + δ

⎛
⎝∑

i∈Uj

xi(t+ 1)
r∗i
bj

− 1

⎞
⎠
⎤
⎦
+

(27)

where we use
∑

i∈Uj
xir

∗
i /bj−1 instead of

∑
i∈Uj

xir
∗
i−bj to

ensure a similar dynamic range for all dual variables. This is im-
portant because all the dual updates share the same step size δ.

In addition to λj , each BS j �= Ek of a nonconflicting group
Gk has to update another dual variable at iteration t+ 1 as

μk,j(t+1)=

⎡
⎣μk,j(t)+ δ

⎛
⎝∑

i∈Uj

xi(t+1)−
∑
i∈UEk

xi(t+1)

⎞
⎠
⎤
⎦
+

.

(28)

On the other hand, for a BS j = Ek, μk,j is not needed and the
other dual variable is updated at iteration t+ 1 as

η(t+ 1) =

⎡
⎣η(t) + δ

⎛
⎝∑

j∈E

∑
i∈Uj

xi(t+ 1)− 1

⎞
⎠
⎤
⎦
+

. (29)

The proposed TOTFA scheme uses Algorithm 3 to perform
the greedy primal update and subgradient descent dual update.
After initializing the algorithm, primal and dual variables are
iteratively updated until the value of the Lagrangian converges
within a small variation ε. Alternatively, the algorithm will be
carried out for a maximum number of iterations. The outcome
of this algorithm is the set x∗ of the optimal transmission time
fraction allocations for all UEs. Together with y∗ determined
earlier, TOTFA has now completed the job of finding the
optimal cell association bias and transmission time fraction to
achieve proportional fairness in a HetNet.

Algorithm 3 Primal and dual variables updating algorithm

1: Initialize primal variables xi ∀ i ∈ U to any feasible value
within X. Initialize each dual variable to a random nonneg-
ative real number. Initialize iteration t = 0.

2: If the number of maximum iterations is not exceeded, do
steps 3 to 6. Otherwise, go to step 7.

3: Set t = t+ 1.
4: Primal update:

For each i ∈ U ,
If i is associated with BS j ∈ Ek ∀ k

xi(t) ←
wi

λj(t− 1)r∗i + η(t− 1)
.

If i is associated with BS j �∈ Ek ∀ k

xi(t) ←
wi

λj(t− 1)r∗i + μk,j(t− 1)
.

5: Dual update:
For each BS j ∈ {0,F}

λj(t) ←

⎡
⎣λj(t− 1) + δ

⎛
⎝∑

i∈Uj

xi(t)
r∗i
bj

− 1

⎞
⎠
⎤
⎦
+

.

For each nonconflicting group Gk, identify Ek as follows:

Ek ← argmax
j∈Gk

⎧⎨
⎩
∑
i∈Uj

xi(t)

⎫⎬
⎭ .

If BS j = Ek

η(t) ←

⎡
⎣η(t− 1) + δ

⎛
⎝∑

j∈E

∑
i∈Uj

xi(t)− 1

⎞
⎠
⎤
⎦
+

.

If BS j �= Ek

μk,j(t) ←

⎡
⎣μk,j(t− 1) + δ

⎛
⎝∑

i∈Uj

xi(t)−
∑
i∈UEk

xi(t)

⎞
⎠
⎤
⎦
+

.

6: Check for convergence:
Diff = |L(x(t), z(t)) − L(x(t− 1), z(t− 1))|.
If Diff ≤ ε, go to step 7. Otherwise, go to step 2.

7: Set x∗ = x.
8: Stop.

In practice, TOTFA is regularly executed at the timescale we
use to determine the backhaul link capacity in Fig. 2. After each
moving time window, backhaul link capacities are estimated at
the same time Algorithm 1 is performed to construct noncon-
flicting groups. Then, Algorithm 2 is carried out to determine
the association bias vector before Algorithm 3 finds the time
fraction allocation vector. Since femtocells are most suited for
slow-moving users in a home environment and wired home
broadband link does not change rapidly, we may perform the
optimization process once every few minutes.
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TABLE I
COMPARISON OF SOLUTIONS FROM TOTFA AND EXHAUSTIVE SEARCH. (a) α0 = 2, α1 = α2 = α3 = 3, AND
b0 = b1 = b2 = b3 = 10 Mb/s; (b) α0 = 2, α1 = α2 = α3 = 3, b0 = 10 Mb/s, AND b1 = b2 = b3 = 100 Mb/s;

(c) α0 = α1 = α2 = α3 = 2, b0 = 10 Mb/s, AND b1 = b2 = b3 = 100 Mb/s

IV. PERFORMANCE EVALUATION

We have evaluated the proposed TOTFA through simula-
tions. In the simulations, we set the transmission power of
macro BS, i.e., P0 = 20 W, and the transmission power of
femto BS, i.e., Pj = 0.2 W ∀ j ∈ F . In addition, the path
loss exponent for macrocell is α0 = 2, whereas the path loss
exponent for femtocells is αj = 3 ∀ j ∈ F . Each macro and
femto BS has a bandwidth Wj = 5 MHz ∀ j ∈ {0,F}. All
transmissions are affected by a noise power No = 10−6 W,
and the threshold for useful signal power α = 2No. For sim-
plicity, we assume that all UEs have the same proportional
fairness weight such that wi = 1 ∀ i ∈ U . For Algorithm 2,
Δ = 0.001 dB. For Algorithm 3, δ = 0.05 and ε = 0.0005.
In addition, the maximum number of iterations allowed in
Algorithm 3 is 10 000. These typical values must be assumed,
unless stated otherwise.

First of all, we want to verify the optimality of solution
{x∗,y∗} identified by TOTFA. For this purpose, we benchmark
the performance of TOTFA against that of an exhaustive search
within a feasible space defined by X and Y. While X has been
defined earlier, Y is given as

Y =
{
y : 0 ≤ yj ≤ 2 × 10−2 ∀ j ∈ {0, F}

}
. (30)

The boundary of Y is set such that the search space is not too
big for a desktop computer to handle, and the typical system
values previously given do not suggest an optimal solution
beyond the space. For the benchmark, we create a network
topology that consists of a macro BS and three femto BSs.
There are only five UEs randomly distributed within the system.
The small number of UEs is necessary because the number of
searches needed increases very rapidly with UEs. Nevertheless,
a small number of UEs are acceptable because our objective
here is solely to assume the outcome of exhaustive search as
a truly optimal solution for comparison. Table I compares the
solutions obtained from TOTFA with those obtained from the
exhaustive search. First of all, each exhaustive search needs
about 24 h for a desktop computer (3.4-GHz Intel i7 Core CPU,
8-GB RAM, 64-bit Window 7) while each TOTFA execution
takes less than a minute. Given the significant difference in the
computational requirement, TOTFA’s results are close to those
of the exhaustive search, particularly in terms of the weighted
sum of logarithm of throughput. The obvious difference in the

achieved time fraction allocations is mainly due to the 0.02 step
size that has been adopted to speed up the exhaustive search.
Comparing subtable (b) and subtable (c), there is no difference
in the cell association biases and time fraction allocations, but
there is still a difference in the achieved weighted sum. This is
because the changes in path loss exponents result in changes in
data rates, which can directly affect the throughput. Based on
Table I, we find that TOTFA can achieve optimality in propor-
tional fairness by adjusting association bias and allocating time
fractions.

With the optimality of TOTFA verified, we now want to
establish its performance benefit. For performance comparison,
we have adopted the weighted equal allocation scheme as the
baseline for benchmark. In the baseline scheme, all cell associ-
ation biases are set to zero, and UE i is allocated a transmission
time fraction according to its weight wi as

xi =
wi∑
i∈U wi

. (31)

In addition to the baseline scheme, we also compare TOTFA
with another scheme that allocates time fractions to achieve
proportional fairness [see (4)]. This proportional fairness
scheme differs from the baseline scheme only in terms of time
fraction allocation in achieving a different performance objec-
tive. Neither comparison scheme controls the association bias,
whereas such a control is done in TOTFA. Although there is
no need to adjust association bias in the proportional fairness
scheme, finding its time fraction allocations for UEs is still a
constrained optimization problem that we have solved using the
MATLAB toolbox.

We first create a system with one macro BS located at the
center and three femto BSs randomly located within 1-km
coverage radius of the macro BS. The backhaul link capacity
of the macro BS is 25 Mb/s, whereas the backhaul link ca-
pacities of femto BSs are varying parameters. For simplicity,
we assume that the system has only ten randomly distributed
UEs after noticing that a larger number of UEs do not affect the
performance trend.

Fig. 4 shows the aggregated throughput of all UEs given
different femto backhaul link capacities. In the figure, TOTFA
can achieve a much higher aggregated throughput than the base-
line scheme. The throughput improvement is higher when the
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Fig. 4. Aggregated throughput of all UEs at different femto backhaul link
capacities.

femto backhaul link capacity is lower. Specifically, TOTFA’s
aggregated throughput is more than 100% higher than that of
the baseline scheme when the femto backhaul link capacity
is 1.25 Mb/s. When the femto backhaul link is 25 Mb/s,
TOTFA’s throughput is only 20% higher. Over different back-
haul link capacities (1.25–25 Mb/s), the average throughput
improvement is 45%. At the smaller backhaul link capaci-
ties, the larger throughput improvements are due to backhaul
awareness and spatial reuse, as compared with only spatial
reuse that contributes to the improvement at a larger backhaul
link capacity. Recall that TOTFA is backhaul aware because
it adjusts the association biases of different BSs according to
their respective backhaul link capacities so that UEs will be
intelligently distributed among the BSs to avoid bottlenecks.
The effect of such backhaul awareness is diminishing when the
backhaul link capacity increases and poses a smaller bottleneck.
There is a bottleneck in the backhaul link of a BS when the
aggregated throughput of all its associated UEs is larger than the
link capacity. In this simulation configuration, such a bottleneck
occurs at different values of backhaul capacities at different
BSs. These different backhaul values are observed to be lower
than 15 Mb/s.

Fig. 4 also shows that, when there is a bottleneck in the
backhaul (bj < 15 Mb/s), increasing femto backhaul link ca-
pacity can lead to a higher aggregated throughput. On the
other hand, when there is no bottleneck in the backhaul (bj ≥
15 Mb/s), further increasing femto backhaul link capacity does
not produce noticeably higher aggregated throughput. Through
careful examination of log files, we notice that the performance
trends are due to the fact that not all frames are fully occupied
when the limited femto backhaul link capacity constrains the
amount of time fraction that can be allocated to all UEs. The
portion of unused frame is reduced with a higher backhaul link
capacity, and this leads to a higher throughput. Following the
same understanding, when all the frames are fully occupied,
a further increase in femto backhaul link capacity can hardly
change the throughput.

TOTFA aims to achieve proportional fairness by maximizing
the weighted sum of logarithm of throughput. While this is a
conventional approach, the weighted sum itself is not a measure
of fairness among different UEs. In the literature, Jain’s fairness

Fig. 5. Jain’s fairness index at different femto backhaul link capacities.

index F is a widely used measure for fairness [38], and it is
defined as

F =

(∑
i∈U xiri
wi

)2

|U|
∑

i∈U

(
xiri
wi

)2 . (32)

Fig. 5 compares the fairness index between TOTFA and the
baseline scheme. According to the figure, TOTFA is less fair
compared with the baseline scheme. This is understandable
because the baseline scheme does a strict equal time fraction
allocation among all the UEs. On the other hand, TOTFA
maximizes the weighted sum of logarithm of throughput, and
doing so allows TOTFA to exploit varying data rates among
UEs for a higher aggregated throughput but at the expense of a
lower equality. While TOTFA scores lower in fairness, its value
is still high in the range of 0.9, and this slight unfairness is the
price TOTFA pays for its higher throughput.

Given the significant improvement in throughput and a slight
compromise in fairness, TOTFA confirms the importance of
being backhaul-aware and the advantages of controlling cell
association and allocating time fraction in a joint fashion. In
addition, TOTFA is a suitable scheme for HetNets with femto
BS connections through residential broadband links because
TOTFA can adapt to variability in the backhaul links among
different femto BSs.

In Figs. 4 and 5, the baseline scheme (weighted equal al-
location) and the proportional fairness scheme show a similar
performance trend. In fact, the difference in performance is only
noticeable when there is no bottleneck in backhaul links. This
is because, unlike TOTFA, the two schemes are not backhaul
aware, and thus, they cannot adjust association bias to alleviate
the effects of backhaul bottleneck. Given that time fractions
are the only controllable variables and the need to keep total
time fraction upper bounded by the backhaul capacity, there are
only slight differences in the allocated time fractions among
the two schemes. When the backhaul bottlenecks disappear at
the higher link capacities, the proportional fairness scheme can
trade part of its throughput for better fairness, as compared with
the baseline scheme. Since there is no significant difference in
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Fig. 6. Aggregated throughput of all UEs in three different configurations.
(A) b0 = b1 = b2 = b3 = 25 Mb/s. (B) b0 = 10 Mb/s, and b1 = b2 = b3 =
25 Mb/s. (C) b0 = 100 Mb/s, and b1 = b2 = b3 = 50 Mb/s.

the performance trend between the two benchmark schemes, we
only compare the baseline scheme to TOTFA hereafter.

So far, we have fixed the macro backhaul link capacity while
varying the femto backhaul link capacity. Fig. 6 compares
the aggregated throughput with different macro backhaul ca-
pacities in three different configurations. In configuration A,
b0 = b1 = b2 = b3 = 25 Mb/s. In configuration B, b0 =
10 Mb/s, and b1 = b2 = b3 = 25 Mb/s. In configuration C,
b0 = 100 Mb/s, and b1 = b2 = b3 = 50 Mb/s. Comparing the
aggregated throughput for configurations A and B, we notice
that, when there is a bottleneck in macro backhaul, the system
can achieve a higher throughput as long as there is no bottleneck
in the femto backhaul. In other words, limitation in macro
backhaul capacity has forced TOTFA to allocate a larger time
fraction for femto BSs, and the system benefits from the
higher data rate with femto BSs. This is confirmed with the
corresponding drop in fairness in Fig. 7. At the first glance,
the macro backhaul bottleneck should be dealt with through
cell association bias by assigning a larger bias to femto BSs.
However, we notice that this is not the case here because
Algorithm 2 finds that a larger femto association bias may
cause femto BSs overloading as determined by (14) because
the data rates of their existing UEs are high. Instead, TOTFA
finds that aggregated throughput can be improved by allocating
a smaller time fraction to macro UEs. This is a piece of
evidence that traffic offloading must be performed jointly with
time fraction allocation for the best outcome when offloading
alone cannot help in improving performance. When the macro
backhaul capacity is limited, there is no point to allocate more
transmission time to its associated UEs.

Comparing configurations A and C in Figs. 6 and 7 also
shows that an increase in the backhaul link capacity may not im-
prove throughput or fairness. A detailed examination of the sim-
ulation log files reveals that the invariance in the performance is
due to the fact that there is no difference in the UE associations
between the two configurations. In addition to backhaul links,
UE association also depends on the user location, which will
further affect the link data rate. TOTFA is capable of taking into
account all these factors in deciding the association bias and
time fraction allocation. Therefore, there is no need to blindly

Fig. 7. Jain’s fairness index in three different configurations. (A) b0 =
b1 = b2 = b3 = 25 Mb/s. (B) b0 = 10 Mb/s, and b1 = b2 = b3 = 25 Mb/s.
(C) b0 = 100 Mb/s, and b1 = b2 = b3 = 50 Mb/s.

Fig. 8. Aggregated throughput when each femto backhaul link capacity is time
varying while macro backhaul is fixed at 25 Mb/s.

increase the femto backhaul capacity or to worry about the suit-
ability of connecting femto BSs through residential broadband
links. In TOTFA, traffic offloading to femto BSs is implicitly
done in accordance to the available femto backhaul capacity
so that a bottleneck can be avoided as much as possible. It is
not useful to increase cell association bias of a femto BS if its
backhaul link is already constrained. In addition, since TOTFA
is backhaul aware, a larger time fraction will be automatically
allocated to a BS that has more associated loads.

Fig. 8 shows the aggregated throughput when each femto
backhaul link capacity is randomly and independently varying
from time to time within the range [10, 25] Mb/s. As such, dif-
ferent femto backhauls may have different capacities at a given
time while the macro backhaul link capacity is fixed at 25 Mb/s.
In this result, there are three femto BSs and 50 UEs distributed
within the coverage of a macro BS. The result indicates that
TOTFA is capable of adapting to time-varying backhaul capac-
ities and delivering a higher aggregated throughput compared
with the baseline scheme despite the challenging environment.

Fig. 9 presents the actual times taken to execute TOTFA for
different configurations. Each point on the graph is an average
value for multiple executions on the desktop computer we have
used earlier for the exhaustive search in Table I. The figure
shows that TOTFA requires a longer computational time for
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Fig. 9. Computational times required to perform the proposed TOTFA algo-
rithms at different configurations.

more UEs and femto BSs. The computational time increases
much faster with increasing number of BSs, as compared with
an increasing number of UEs. Considering a macrocell that has
25 femto BSs and supports a total of 250 UEs, the time required
to execute TOTFA once is only about 30 s. This time is far below
our consideration of running TOTFA once every few minutes.
As such, despite the sophistication, computational requirement
is a not a limitation in implementing TOTFA in a HetNet.

V. CONCLUSION

This paper has proposed a novel scheme called TOTFA
to perform traffic offloading and transmission time fraction
allocation to achieve proportional fairness among UEs in the
future 5G two-tier HetNets. This scheme exploits spatial reuse
to allow concurrent transmissions of multiple femto BSs and
considers backhaul link capacity in allocating resources. Com-
pared with a baseline scheme, TOTFA can improve aggregated
throughput for as much as 100% when there is a bottleneck
in femto backhaul links. The improvement is lower at about
20% when the bottleneck does not exist, and the average attain-
able improvement is 45%. The superior aggregated through-
put comes with the price of lower fairness. Nevertheless, the
fairness is still acceptably high at about 0.9 in most cases.
Performance results also reveal that it is essential to perform
jointly transmission time fraction allocation and cell association
bias control. In addition, it is critical to consider the femto
backhaul link capacity such that a bottleneck can be avoided
as much as possible.
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