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full-duplex base station (BS) which secures both uplink and
downlink transmission, was proposed in [20]. Finally, cooper-
ation between the source and destination was proposed in [21],
with the destination operating in the full-duplex mode, i.e., the
destination receives information from the source and sends a
jamming signal to the eavesdropper at the same time.

Being a critical issue, PHY security of cognitive radio
networks (CRNs), which deal with specific security risks
due to the broadcasting nature of radio signals, has not
been well investigated until recently, e.g., [22]–[29]. More
specifically, in [22]–[24], multi-antennas at the secondary
transmitter were utilized to attain beamforming that maxi-
mizes the secrecy capacity of the secondary system, while
adhering to the peak interference constraint at the primary
receiver. In [25], cooperation between the secondary system
and the primary system was proposed, in order to improve the
secrecy capacity of the primary system. Furthermore, a simple
case with single antenna at the eavesdropper was considered
in [26] and [27]. Particularly, in [26], joint beamforming for
information and jamming noise was proposed to protect both
primary and secondary systems, with the secondary user act-
ing as an amplify-and-forward relay to enhance the security
of the primary system. A jamming beamforming technique
was designed in [27], based on the nullspace of the legit-
imate channel, in order to protect the primary system by
treating the signal from the secondary transmitter as interfer-
ence. Zhu and Yao [28] considered a CRN model, where both
primary user (PU) and secondary user (SU) send their confi-
dential messages to intended receivers that are surrounded by a
single eavesdropper. Besides, the capacity-equivocation region
of cognitive interference channel was obtained in [30], where
the primary receiver is treated as untrusted user (eavesdropper)
who intends to eavesdrop the confidential message of the sec-
ondary system. Extensions of [30] were made in [31] and [32]
by additionally considering the secrecy of the primary system.

In this paper, we consider the PHY security in cooper-
ative cognitive radio multicast communications, where the
eavesdroppers intend to wiretap data from both primary and
secondary systems. We assume that the primary transmit-
ter is equipped only with a single antenna, which implies
that the primary transmitter cannot generate a jamming sig-
nal or design a beamforming vector to protect itself from the
eavesdroppers. The secrecy capacity of the primary system is
improved by implementing a cooperative framework between
the primary and secondary systems. Specifically, the primary
system allows the secondary system to share its spectrum, and
in return the secondary system sends jamming noise to degrade
the eavesdropper’s channel, in order to protect the primary
system. In the CRN multicast transmission model, we assume
that there are one group of PUs and G groups of SUs, where
all users in each group receives identical information from its
transmitter, and furthermore, each group can be surrounded by
multiple eavesdroppers. We note that the recent work in [28]
is a special case of this paper, where only a single receiver
and a single eavesdropper are assumed, which is well-known
as unicast mode.

The aim of this paper is to design the optimal beamform-
ing vectors that realize the PHY security and maximize the
secrecy rate of the secondary system, while ensuring adherence

to the individual secrecy rate constraints at each primary
user. Specifically, the main contributions of this paper can be
summarized as follows:

€ For the perfect CSI case, we design a joint informa-
tion and jamming signal at the secondary transmitter,
where information is intended for secondary receivers
and jamming noise is intended for eavesdroppers. The
main objective is to maximize the secrecy rate of the
secondary system, while satisfying the minimum secrecy
rate requirement for each legitimate user of the primary
system as well as the power constraint. We show that
the equivalent problem can be converted to a single-layer
optimization problem, which can be easily solved through
convex quadratic programming.

€ When the CSI of the channel from the secondary trans-
mitter to the PUs is imperfect and only partial CSI of the
eavesdroppers is available, we transform the non-linear
constraints into a linear matrix inequality and convex con-
straints, based on a specific matrix inequality lemma. We
show that the approximate optimization problem can be
efficiently solved in a similar manner as the perfect CSI
case.

€ We propose an efficient method to find the approximate
solution for optimal transmit beamforming, by providing
the convexity of the original problem that is considered
through the use of a convex approximation. The optimal
solutions of transmit beamforming for the confidential
information and jamming noise do not fix the transmit
strategy. Importantly, we develop an iterative algorithm
of low complexity for the computational solution of the
considered optimization problem. The obtained solutions
are proved to be at least local optimum, as satisfying the
necessary optimal conditions.

€ We provide extensive numerical results to justify the nov-
elty of the proposed algorithm and compare its performance
with the known solutions. In particular, the numerical
results demonstrate fast convergence of the proposed algo-
rithm and a significant improvement of the secrecy rate,
compared with other known solutions. We should remark
that our results are more general than in [28], which was
considered under the assumptions of one eavesdropper
and perfect CSI. In addition, the model in this paper is of
practical interest in designing networks that are required
to transmit the same data to a group of users, for example,
in video broadcasting and various applications. Moreover,
the considered problem in this paper is highly nonlinear
and nonconvex function, thus it is more challenging to
solve compared to SINR-based design in [28].

The rest of this paper is organized as follows. Section II
describes the CRN multicast transmission model with multiple
eavesdroppers and formulates the optimization problem.
Section III derives optimal beamforming for information sig-
nal and jamming noise at the secondary transmitter under
the assumption of perfect CSI, while Section IV extends the
considered problem to the case of imperfect CSI and pas-
sive eavesdropper. Section V provides numerical results and
discussions. Finally, the conclusions are drawn in Section VI.
In order to make the rest of the paper easy to follow, the nota-
tions and symbols used in the paper are specified in Table I.
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Fig. 1. A cooperative CRN multicast transmission model with multiple
eavesdroppers.

TABLE I
NOTATIONS AND SYMBOLS

II. SYSTEM MODEL AND OPTIMIZATION PROBLEM

A. System Model

We consider the PHY security of CRN multicast trans-
mission with cooperation between a primary system and a
secondary system. The primary system consists of one primary
transmitter (PT) and L primary receivers (PRs), while the sec-
ondary system consists of one secondary transmitter (ST) and
M secondary receivers (SRs), as illustrated in Fig. 1. The ST,
which is a BS, is equipped with N antennas, whereas all other
nodes are equipped with only one antenna.1 The opportunistic
spectrum access is improved by assigning the ST to send G
information bearing signals sg, g = 1, . . . , G, where sg is the
information being sent to the g-th group with unit average power

1We note that the solution for multiple antennas at the PT is straightforward
by following the same procedure presented in this paper since the resource
allocation strategies at the ST and PT are independent.

E{|sg|2} = 1. We assume that each individual multicast group
Gg in the secondary system consists of Mg secondary receivers.
Specifically, the number of SRs in group Gg is denoted by
Sg = { 1, . . . , mg, . . . , Mg}. Then, the total number of SRs in
the secondary system with multicast transmission is indeed
M =

∑G
g= 1 Mg. In the multicast transmission, all users within

the same group will receive identical data from its transmitter.
Regarding security, we assume that the eavesdroppers (Eves)
potentially intend to wiretap and decode confidential messages
from both primary and secondary systems [33]. We assume
that each group Gg and the PRs are respectively wiretapped
by a set of Eves such as K e,g � {1, . . . , kg, . . . , Kg}, � g and
K p � {1, . . . , kp, . . . , Kp}. This implies that at the same time,
each legitimate user is wiretapped by a separate group of Eves.

We aim to design multiple beamforming vectors at the ST,
one for the JN and the other for its own information signal,
to protect both primary and secondary systems. The transmit
power at the PT is Pp > 0 and the data intended for the PRs is
xp with unit average power E{|xp|2} = 1. Before transmission,
the data of the SRs sg in the group Gg is weighted to the N × 1
beamforming vector wg, � g. Hence, the transmitted signals at
the ST can be expressed through a vector xs as

xs =
G∑

g= 1

wgsg + u (1)

where u is the artificial noise vector, whose elements are zero-
mean complex Gaussian random variables with covariance
matrix UUH , such that u � CN (0, UUH) with U � C

N× N .
The artificial noise u is assumed to be unknown to all
SRs, PRs, and Eves. For notational simplicity, we define
w � [wT

1 , wT
2 , . . . , wT

G]T � C
NG× 1.

The corresponding SINR at the l-th PR for l = 1, . . . , L and
the kp-th Eve for kp = 1, . . . , Kp are respectively given by

� p,l(w, U) =
Pp|hl|2

∑G
g= 1

∣
∣fH

l wg
∣
∣2 +

∥
∥fH

l U
∥
∥2 + � 2

l

, (2)

� e,kp(w, U) =
Pp
∣
∣gkp

∣
∣2

∑G
g= 1

∣
∣
∣fH

kp
wg

∣
∣
∣
2

+
∥
∥
∥fH

kp
U
∥
∥
∥

2
+ � 2

kp

(3)

where hl � C, gkp � C, fl � C
N× 1, and fkp � C

N× 1 are the
respective baseband equivalent channels of the links PT � l-th
PR, PT � kp-th Eve, ST � l-th PR, and ST � kp-th Eve. � 2

l
and � 2

kp
are the variance of the additive white Gaussian noise

(AWGN) at the l-th PR and kp-th Eve, respectively.
The respective SINR at the mg-th SR in the group Gg and

the kg-th Eve are given by

� s,mg (w, U) =
∣
∣
∣hH

mg
wg

∣
∣
∣
2

∑G
i= 1,i�= g

∣
∣
∣hH

mg
wi

∣
∣
∣
2

+
∥
∥
∥hH

mg
U
∥
∥
∥

2
+ Pp

∣
∣fmg

∣
∣2 + � 2

mg

, (4)

� e,kg(w, U) =
∣
∣
∣gH

kg
wg

∣
∣
∣
2

∑G
i= 1,i�= g

∣
∣
∣gH

kg
wi

∣
∣
∣
2

+
∥
∥
∥gH

kg
U
∥
∥
∥

2
+ Pp

∣
∣fkg

∣
∣2 + � 2

kg

(5)
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where hmg � C
N× 1, gkg � C

N× 1, fmg � C, and fkg � C are the
corresponding baseband equivalent channels of the links ST
� mg-th SR, ST � kg-th Eve, PT � mg-th SR, PT � kg-th
Eve. � 2

mg
and � 2

kg
are the variance of AWGN at the mg-th PR

and kg-th Eve, respectively. We further assume that all chan-
nels remain constant during a transmission block, yet change
independently from one block to another. By using dirty-paper
coding (DPC), the ST with encoding order from the group G1
to GG enables the SRs in Sg to know the information signals
intended for the SRs in Sg� , g� = 1, . . . , g Š 1 non-casually,
so that it can be perfectly eliminated [34]. Hence, the SINR
in (4) by DPC can be rewritten as

� DPC
s,mg

(w, U) =
∣
∣
∣hH

mg
wg

∣
∣
∣
2

∑
i> g

∣
∣
∣hH

mg
wi

∣
∣
∣
2

+
∥
∥
∥hH

mg
U
∥
∥
∥

2
+ Pp

∣
∣fmg

∣
∣2 + � 2

mg

.

It is clear that under the same beamformer/precoder (w, U),
� DPC

s,mg
(w, U) is better than � s,mg (w, U). However, DPC may be

difficult to implement in practice due to its high computational
complexity, and thus, we do not pursue it in this paper.

The channel of each legitimate user together with the
respective Eves form a compound wiretap channel [35].
Therefore, the achievable secrecy rate for the l-th PR of
the primary system, denoted by Cp,l(w, U), can be expressed
as [35], [36]

Cp,l(w, U) =
[

log2
(
1 + � p,l(w, U)

)

Š max
kp� K p

log2
(
1 + � e,kp(w, U)

)
]+

(6)

where [x]+ = max{0, x}.
Similarly, the achievable secrecy rate for the mg-th SR of the

secondary system, denoted by Cs,mg (w, U), can be expressed
as [35], [36]

Cs,mg (w, U) =
[

log2
(
1 + � s,mg (w, U)

)

Š max
kg� K e,g

log2
(
1 + � e,kg(w, U)

)
]+

. (7)

If Cp,l(w, U) and Cs,mg (w, U) are above zero, the sig-
nal transmitted from the PT and ST are determined to be
“undecodable” as is indicated in [6].

B. Optimization Problem Formulation

The objective of the system design is to maximize the
minimum (max-min) secrecy rate of the secondary system
while satisfying the minimum QoS requirements, such as the
secrecy rate achievable for the primary system. Accordingly,
the optimization problem can be mathematically formulated as

P.1: max
w,U

min
mg� Sg,g� G

Cs,mg (w, U) (8a)

s.t. Cp,l(w, U) 	 R̄p,l, l � L (8b)
∑G

g= 1

∥
∥wg

∥
∥2 + 
 U
 2 � Ps (8c)

where L � {1, . . . , L} and G � {1, . . . , G}. In (8b), R̄p,l > 0
are the minimum secrecy rate requirement for each legitimate
user of the primary system. This implies that the QoS for each
PR can be different and flexible. In (8c), Ps is the transmit
power budget at the ST.

Remark 1: There are two other performance metrics of
interest involved in the considered system. In particular, one
is to maximize the secrecy rate of the primary system sub-
ject to the secrecy rate threshold of secondary system and the
transmit power budget at the ST, while the other is to mini-
mize the total transmit power at the ST subject to the secrecy
rate threshold of both systems. However, the optimal solution
for (8) is also applicable to those cases that will be presented
shortly.

The recent works in [20], [28], [37], and [38] often intro-
duce new variables to relax the optimization problem as

W̃g = wgwH
g , � g (9)

which must satisfy the rank-one constraint, i.e., rank(W̃g) =
1, � g. Then, they use semi-definite program (SDP) relaxation
to solve the optimization problem by constructing an equiv-
alent problem. In which, the optimal solution involves the
dual variables of the relaxed problem. Unfortunately, some
numerical solvers may not exhibit the optimal solution of dual
variables, and then the construction of primal variables may
not be possible. In what follows, we will solve (8) via a con-
vex quadratic program and thus the rank-one constraints are
automatically satisfied.

III. THEORETICAL BENCHMARK

WITH PERFECT CSI

We first consider the case for which the instantaneous CSI
of all channels is available at the transceivers. In particu-
lar, the CSI of all channels in both systems can be obtained
through feedback from the legitimate receivers to the legiti-
mate transmitters. After CSI acquisition, we assume that only
M SRs and L PRs are scheduled to be concurrently served.
Herein, the remaining users (unscheduled users) are not nec-
essarily malicious, but they could be untrusted users. Thus, the
unscheduled users are treated as potential eavesdroppers, but
with perfectly known CSI at the transmitters. These assump-
tions are consistent with several previous works on information
theoretic analysis and optimization for the similar kind of
problem, [5], [6], [12], [20], [21], for instance.2

A. Optimal Solution

We note that finding an optimal solution for (8) is chal-
lenging due to the nonconcavity of the objective function and
nonconvexity of the feasible set. In this section, we propose
an iterative algorithm that arrives a local optimum of the con-
sidered optimization problem. As the first step, we convert (8)
to another equivalent form as

maximize
w,U,t,z

min
mg� Sg,g� G

{
log2

(
1 + � s,mg (w, U)

)
Š tg

}
(10a)

2Though this assumption is quite ideal, however, the performance with
assumption of perfect CSI is still of practical importance since it plays
as a benchmark how the CRN system may achieve in more realistic
conditions [24], [27]–[29].
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s.t. log2
(
1 + � e,kg(w, U)

)
� tg, kg � K e,g, g � G (10b)

log2
(
1 + � p,l(w, U)

)
Š z 	 R̄p,l, l � L (10c)

log2
(
1 + � e,kp(w, U)

)
� z, kp � K p (10d)

(8c) (10e)

where t � {tg} and z are the maximum allowable rates for
Eves to wiretap the information signals from the ST and
the PT, respectively. Even after the above transformations,
problem (10) is still nonconvex and difficult to solve due
to nonconcavity of the objective function. Toward a tractable
form, let us rewrite (10) equivalently as

maximize
w,U,t,z,�

� (11a)

s.t. log2
(
1 + � s,mg (w, U)

)
Š tg 	 �, mg � Sg, g � G (11b)

log2
(
1 + � e,kg(w, U)

)
� tg, kg � K e,g, g � G (11c)

log2
(
1 + � p,l(w, U)

)
Š z 	 R̄p,l, l � L (11d)

log2
(
1 + � e,kp(w, U)

)
� z, kp � K p (11e)

(8c) (11f)

where � is newly introduced variable to maximize the secrecy
rate of the secondary system. The equivalence between (10)
and (11) can be easily confirmed by justifying that the
constraints in (11b) must hold with equality at optimum.
Observe that the objective function is monotonic in its argu-
ment, therefore, we now only deal with the nonconvex con-
straints (11b)-(11e). Toward this end, we provide the following
result.3

Lemma 1: For the secondary system, the inner convex
approximations of nonconvex constraints (11b) and (11c) are
given by:

F (n)
mg

(w, U) 	 (� + tg) ln 2, (12)

F (n)
kg

(w, U) � tg ln 2 (13)

where F (n)
mg (w, U) and F (n)

kg
(w, U) are a lower bounding

concave function for log2(1 + � s,mg (w, U)) and an upper
bounding convex function for log2(1 + � e,kg(w, U)) , which
are concretized by (57) and (60) in Appendix A, respectively.

Similarly for the primary system, the nonconvex con-
straints (11d) and (11e) are innerly approximated by the
following convex constraints:

P (n)
l (w, U) 	 (z + R̄p,l) ln 2, (14)

P (n)
kp

(w, U) � z ln 2 (15)

where P (n)
l (w, U) and P (n)

kp
(w, U) are a lower bounding con-

cave function for log2(1 + � p,l(w, U)) and an upper bounding
convex function for log2(1 + � e,kp(w, U)) , which are also
concretized by (64) and (65) in Appendix A, respectively.

Proof: See Appendix A.
It is noteworthy that the following equalities hold at the

optimum, i.e., (w(n+ 1) , U(n+ 1)) = (w(n), U(n)):

F (n)
mg

(w(n) , U(n)) = log2

(
1 + � s,mg

(
w(n), U(n)

))
, (16)

3Hereafter, suppose the value of (w, U) at the (n + 1)-th iteration in an
iterative algorithm presented shortly is denoted by (w(n) , U(n) ).

Algorithm 1 An Iterative Algorithm to Solve (8)
Initialization: Set n := 0 and solve (22) to generate an initial

feasible point
(
w(n) , U(n)

)

1: repeat
2: Solve (20) to obtain the optimal solution:

(
w� , U�

)
.

3: Update w(n+ 1) := w� and U(n+ 1) := U� .
4: Set n := n + 1.
5: until Convergence or maximum required number of

iterations

F (n)
kg

(w(n), U(n)) = log2

(
1 + � e,kg

(
w(n) , U(n)

))
, (17)

P (n)
l (w(n), U(n)) = log2

(
1 + � p,l

(
w(n), U(n)

))
, (18)

P (n)
kp

(w(n), U(n)) = log2

(
1 + � e,kp

(
w(n) , U(n)

))
. (19)

In summary, at the (n + 1)-th iteration of the proposed
method, we solve the following convex problem

maximize
w,U,t,z,�

� (20a)

s.t. F (n)
mg

(w, U) 	 (� + tg) ln 2, mg � Sg, g � G (20b)

F (n)
kg

(w, U) � tg ln 2, kg � K e,g, g � G (20c)

P (n)
l (w, U) 	 (z + R̄p,l) ln 2, l � L (20d)

P (n)
kp

(w, U) � z ln 2, kp � K p (20e)

(8c). (20f)

An iterative algorithm for solving (20) requires an initial fea-
sible point of (11) to start, i.e., the constraints (11d)-(11f)
are satisfied. Therefore, we solve the following nonconvex
optimization problem

max
w,U,z

min
l� L

{
log2

(
1 + � p,l(w, U)

)
Š z Š R̄p,l

}
(21a)

s.t. log2
(
1 + � e,kp(w, U)

)
� z, kp � K p (21b)

(8c). (21c)

We first generate a feasible point (w(0) , U(0)) to satisfy (21c)
and then solve the following convex approximation problem
at the n-th iteration

max
w,U,z

min
l� L

{
P (n)

l (w, U) Š (z + R̄p,l) ln 2
}

(22a)

s.t. P (n)
kp

(w, U) � z ln 2, kp � K p (22b)

(8c) (22c)

and output a feasible point of (11) when

min
l� L

{
P (n)

l (w, U) Š
(
z + R̄p,l

)
ln 2
}

	 0. (23)

We numerically observe that it requires no more than 3 itera-
tions to satisfy (23) in all cases. After solving (20), we update
(w(n), U(n)) for the next iteration until convergence or maxi-
mum required number of iterations. Algorithm 1 outlines the
proposed iterative method for solving (8).
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a rank-constraint matrix, we introduce Ũ � UUH to facilitate
the optimization problem. Let us handle the constraint (26e)
first by rewriting it as

max
� fl� � l

G∑

g= 1

∣
∣fH

l wg
∣
∣2 + tr

(
fH
l Ũfl

)
+ � 2

l �
Pp|hl|2

� l
, l � L . (27)

For arbitrary l-th PR, (27) can be shaped to take the following
equivalent form

G∑

g= 1

µ l,g + �µ l + � 2
l �

Pp|hl|2

� l
, l � L (28)

max
� fl� � l

∣
∣fH

l wg
∣
∣2 � µ l,g, l � L , g � G (29)

max
� fl� � l

tr
(
fH
l Ũfl

)
� �µ l, l � L (30)

where µ l = { µ l,g} and µ̃ = { �µ l} are new variables. Note that
both sides of (28) are convex, so it is iteratively replaced by
the following linear constraint

G∑

g= 1

µ l,g + �µ l + � 2
l �

2Pp|hl|2

� (n)
l

Š
Pp|hl|2
(
� (n)

l

)2
� l, l � L . (31)

To make the tractable form of (29) and (30), we first trans-
form these constraints into a matrix inequality based on the
following lemma.

Lemma 2 (S-Procedure [40]): Let fm(x) = xHAmx +
2Re{bH

mx} + cm, where m = { 1, 2}, Am � H
N , bm � C

N× 1

and cm � R. Then there exists a �x such that fz( �x) < 0 satis-
fies: f1(x) � 0  f2(x) � 0 if and only if there exists � 	 0
such that

�
[

A1 b1

bH
1 c1

]

Š
[

A2 b2

bH
2 c2

]

� 0. (32)

Substituting fl = �fl + � fl, � l into (29) and applying Lemma 2,
then

� fH
l � fl Š � 2

l � 0

 (29) : � fH
l wgwH

g � fl + 2�
{
�fH
l wgwH

g � fl

}

+ �fH
l wgwH

g
�fl Š µ l,g � 0 (33)

holds if and only if there exists � l = { � l,g 	 0}, � l, so that
the following matrix inequality constraint holds
[

� l,gIN Š wgwH
g ŠwgwH

g
�fl

Š�fH
l wgwH

g Š�fH
l wgwH

g
�fl Š � l,g� 2

l + µ l,g

]

� 0. (34)

However, (34) is still not in a tractable form. At this
point, we apply the application of Schur’s complement
lemma [41, eq. (7.2.6)] to obtain the following linear matrix
inequality (LMI)

� � l,g 	 0 : Cl,g(wg, µ l,g, � l,g) �
⎡

⎣
1 wH

g ŠwH
g

�fl

wg � l,gIN

Š�fH
l wg Š� l,g� 2

l + µ l,g

⎤

⎦ � 0, g � G , l � L .

(35)

It is also worth noting that constraint (35) now includes only
a finite number of constraints.

Analogously, with �� = { �� l 	 0}, constraint (30) admits
the following representation

� �� l 	 0 : �Cl(Ũ, �µ l, �� l) �[
�� lIN Š Ũ Š Ũ�fl
Š�fH

l Ũ Š�fH
l Ũ�fl Š �� l� 2

l + �µ l

]

� 0, l � L . (36)

To deal with the nonconvex constraints given in (26g)
and (26c), we provide the following two lemmas.

Lemma 3: For the primary system, constraint (26g) is
transformed to a new constraint as

 min

(∑G

g= 1
wgwH

g + Ũ
)

	 �� (�) (37)

where �� (�) � (exp(Š �
NPp

� 2
kp

)/( 1 Š �
 1/ Kp )1/ N Š 1) Pp
� .

Proof: See Appendix C.
In Lemma 3, the claim is clearly true in the trivial case of

� � � , i.e., the primary system is inactive, which leads to∑G
g= 1 wgwH

g + Ũ � 0. This is always true and thus confirms
our analysis. Next, we rewrite (37) equivalently in the form of

2 ln � + �
� 2

kp

NPp
	 0 (38)

(
� 2/( 1 Š �
 1/ Kp )1/ N Š 1

)
Pp � �� (39)

 min

(∑G

g= 1
wgwH

g + Ũ
)

	 � (40)

where � and � are newly introduced variables. Since the con-
straints (38) and (39) are convex, and we now focus on the
remaining nonconvex constraint. In (40), we note that both∑G

g= 1 wgwH
g and Ũ are Hermitian matrices. In addition, the

eigenvalues of a Hermitian matrix Q are real and satisfy
tr(xHQHx) 	  
 x
 2 for any given vector x if and only if
 min(Q) 	  . Since  min(wgwH

g ) = 0 for all g, the lower
bound of left side of (40) is given by

 min

(∑G

g= 1
wgwH

g + Ũ
)

	  min(Ũ). (41)

The implication of (41) is that the ST will degrade the eaves-
dropper’s channel by transmitting jamming noise rather than
the desired signals. From (40), it follows that

 min(Ũ) 	 � � Ũ � IN � . (42)

Lemma 4: For the secondary system, constraint (26c) is
transformed to a new constraint as

∥
∥wg

∥
∥2

	 g
� � g +

G∑

i= 1,i�= g


 wi
 2 +  min
(
Ũ
)
, g � G (43)

where � g � [ exp(
� 2

kg
NPp

)

Š1/ NKg
g Š 1]Pp.

Proof: See Appendix D.
The formulation in (43) can be further shaped to take the

following convex constraints
∥
∥wg

∥
∥2

	 g
� � g +

G∑

i= 1,i�= g

2�{ (w(n)
i )Hwi}

Š
G∑

i= 1,i�= g

∥
∥
∥w(n)

i

∥
∥
∥

2
+ �, g � G (44)

 min(Ũ) 	 � � Ũ � IN � (45)

where � is newly introduced variable.
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Algorithm 2 An Iterative Algorithm to Solve (25)
Initialization: Set n := 0 and solve (47) to generate an initial

feasible point
(
w(n) , Ũ(n) , � (n)

)

1: repeat
2: Solve (46) to obtain the optimal solution:

(
w� , Ũ� , � � ).

3: Update w(n+ 1) := w� , Ũ(n+ 1) := Ũ� , and � (n+ 1) := � � .
4: Set n := n + 1.
5: until Convergence or maximum required number of

iterations

Remark 2: We note that the new constraints in (37) and (43)
are not equivalent to (26g) and (26c). Specifically, the opti-
mal solutions for the former are also feasible for the latter,
respectively, but not vice versa due to the inequalities in (76)
and (81), and thus this leads to a lower bound of the system
performance.

Remark 3: In this paper, the wiretap channels are modeled
as i.i.d. Rayleigh random variables. Nevertheless, a different
continuous channel distribution does not affect the type of con-
straints in (37) and (43). In other words, the proposed convex
approximation is still applicable to any continuous channel
distribution thanks to widespread applications of inner approx-
imation method [42]. Therefore, our study is valid without loss
of generality.

With the above discussions, the approximate convex prob-
lem solved at the (n + 1)-th iteration of the proposed design
is given by

maximize
w,Ũ� 0,t,z,�, � ,� ,
�, µ l, �µ ,� l, �� ,� ,�,�

� (46a)

s.t. F (n)
mg

(w, Ũ) 	 (� + tg) ln 2, mg � Sg, g � G (46b)
∑G

g= 1

 wg
 2 + tr(Ũ) � Ps (46c)

(26b), (26d), (26f), (31), (35),

(36), (38), (39), (42), (44), (45). (46d)

To find an initial feasible point to (25), we solve the following
convex optimization problem

max
w,Ũ� 0,z,� ,�,
µ l, �µ ,� l, �� ,� ,�

min
l� L

{
log2(1 + � l) Š z Š R̄p,l

}
(47a)

s.t. (26f), (31), (35), (36), (38), (39), (42), (46c)

(47b)

and stop at reaching

min
l� L

{
log2(1 + � l) Š z Š R̄p,l

}
	 0. (48)

The proposed iterative method is outlined in Algorithm 2. In a
similar manner to Proposition 1, we can show that Algorithm 2
yields a nondecreasing sequence of objective due to updating
the involved variables after each iteration.

Complexity Analysis: The optimization problem in (46)
involves GL LMI constraints of size N + 2, L LMI constraints
of size N + 1, and 2 LMI constraints of size N. Since the
major complexity of solving (46) comes from LMI constraints,
we ignore the complexity of the constraints of lower sizes

and they will not affect the complexity order of the whole
problem. As a result, in each iteration of Algorithm 2, the
worst-case computational complexity for solving the generic
convex problem in (46) using interior point methods is given
by O(n

�
GL(N + 2) + L(N + 1) + 2N[GL(N + 2)3 + L(N +

1)3 + 2N3 + nGL(N + 2)2 + nL(N + 1)2 + 2nN2 + n2]), where
n = G(L + 3) + N(N + G) + 2L + 6 [39].

V. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we use simulations to evaluate the perfor-
mance of the proposed approach. The number of groups of
SUs is set to G = 2, each of which consists of two SR
users, i.e., Mg = 2, � g. The number of PRs is set to L = 2,
and each group of SUs and PUs is surrounded by two Eves,
i.e., Kp = Kg = 2. All channel entries are assumed to be
i.i.d. complex Gaussian random variables with CN (0, 1), and
the background thermal noise at each user is generated as
i.i.d. complex Gaussian random variables with zero means
and unit variance. The transmit power at the PT is fixed to
Pp = 20 dBm. For simplicity, we further assume that the
minimum secrecy rate requirement for all PUs are the same,
i.e., R̄p,l = R̄p, � l. For the imperfect CSI of the PU chan-
nels, we define the normalized channel estimation errors as
�̄ 2

l = � 2
l / 
 fl
 2 = 5%, � l. To guarantee secure communica-

tions, we choose �
 = 0.99 and 
 g = 0.99, � g for the passive
Eves. The results obtained in this paper are referred to as the
proposed optimal scheme. We also compare the performance
of the proposed scheme with the known solutions, namely,
the “No JN scheme” [23], [24] and “Partial ZF (zero-forcing)
scheme” [22]. In the “No JN scheme,” the optimal solution
can be obtained by setting U to 0. In the “Partial ZF scheme,”
we consider the null space approach at the ST. First of all,
the JN is transmitted to all Eves and to avoid interfering with
both PUs and SUs as

UHfl = 0, � l and UHhmg = 0, � mg, g. (49)

In a CRN, the primary system should have higher priority, and
thus the transmitted information at the ST should not generate
interferences to the PUs as

wH
g fl = 0, � l, g. (50)

To simplify the problem, we enforce the information transmit-
ted at the ST so that it should not introduce interference to
other groups as

wH
g hmi = 0, � i �= g. (51)

It is evident that � p,l = Pp|hl|2

� 2
l

, � l, does not depend on wg

and U. So, we utilize (49), (50), and (51) into P1 to obtain
the optimal solution for “Partial ZF scheme.” To solve convex
problems we use the SDPT3 as the internal solver [43] in
MATLAB environment. The results of the secrecy rate are
shown by averaging over 1,000 simulation trials.

Fig. 2 illustrates the typical convergence behavior of the
proposed Algorithm 1 and Algorithm 2 as a function of the
number of iterations with different numbers of antennas at
the ST for Algorithm 1 in Fig. 2(a) and for Algorithm 2 in



NGUYEN et al.: ENHANCING PHY SECURITY OF COOPERATIVE COGNITIVE RADIO MULTICAST COMMUNICATIONS 607

Fig. 2. Convergence results of Algorithm 1 and 2 for different numbers of
antennas at the ST over one random channel realization with R̄p = 2 bps/Hz
and Ps = 15 dBm.

Fig. 2(b). As seen, the objective values of both algorithms
increase rapidly within the first 10 iterations and stabilize
after a few more iterations, and its convergence rate is slightly
sensitive to the problem size, i.e., as N increases. The conver-
gence results also confirm that all optimization variables are
accounted to find a better solution for the next iteration, i.e.,
the secrecy rates of SUs monotonically increasing. In addi-
tion, Fig. 2 shows that at least 90% of secrecy rate is obtained
when the proposed algorithms reach to 10 iterations.

Fig. 3 plots the average secrecy rate of secondary system
versus the transmit power at the ST. As can be seen, the pro-
posed optimal scheme greatly improves the secrecy rate of
the “Partial ZF scheme” and “No JN scheme,” especially in
high power regime. The performance gain is thus achieved
as a result of more intelligent interference management than
that of other schemes for primary users and Eves. Another
interesting observation is that the “No JN scheme” outperforms
the “Partial ZF scheme” in low power regime (Ps � 12 dBm),
but it tends to saturate when the transmit power becomes high.
This is mainly due to the fact that, in high power regime, the
ST needs to scale down the transmit power to maintain the

Fig. 3. Average secrecy rate of the secondary system vs. the transmit power
at the ST with perfect CSI, where R̄p = 2 bps/Hz and N = 8.

Fig. 4. Average secrecy rate of the secondary system vs. the number of
transmit antennas at the ST with perfect CSI, where R̄p = 2 bps/Hz and
Ps = 10 dBm.

secrecy rate of the primary system, which results in a loss of
the secrecy rate of secondary system. Moreover, the simulation
results in Fig. 3 further confirm that incorporating information
and JN beamforming is a powerful means to transmit with full
power.

In Fig. 4, we study the secrecy rate of secondary system as
a function of the number of transmit antennas at the ST, N.
The results show that the achievable secrecy rate increases
as the number of transmit antennas increases in all schemes,
since more degrees of freedom are added to the ST. The pro-
posed optimal scheme still achieves a better performance than
other schemes in all the range of N. We note that the optimal
solution for the “Partial ZF scheme” is infeasible when N < 7
because for the “Partial ZF scheme,” interference among legiti-
mate users cannot be completely canceled out with insufficient
number of transmit antennas. As expected, the gap between
the proposed scheme and “Partial ZF scheme” is reduced as a
result of providing more degrees of freedom.

The average secrecy rate of the secondary system is inves-
tigated as a function of the minimum secrecy rate requirement
of primary system, R̄p, in Fig. 5(a) for different schemes and
in Fig. 5(b) for different power sharing. As can be seen from
Fig. 5(a), the secondary system achieves a higher secrecy rate
with the proposed optimal scheme than with other schemes.
Notably, the performance of “No JN scheme” is degraded
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provide (12). To handling the constraint (11c), we equivalently
rewrite � e,kg(w, U) as

� e,kg(w, U) =

∣
∣
∣gH

kg
wg

∣
∣
∣
2

� e,kg(w, U)
(58)

where

� e,kg(w, U) =
G∑

i= 1,i�= g

∣
∣
∣gH

kg
wi

∣
∣
∣
2

+
∥
∥
∥gH

kg
U
∥
∥
∥

2
+ Pp

∣
∣fkg

∣
∣2 + � 2

kg
.

The constraint (11c) requires a tight upper bound of
log2

(
1 + � e,kg(w, U)

)
. Applying (54) yields

ln
(
1 + � e,kg(w, U)

)
� log2

(
1 + � e,kg(w(n) , U(n))

)

+
(

1 + � e,kg(w(n) , U(n))
)Š1

×

(
|gH

kg
wg|2

� e,kg (w, U)
Š � e,kg(w(n) , U(n))

)

.

(59)

Although the right-hand side of (59) is still nonconvex, it can
be further convexified by

F (n)
kg

(w, U) := log2

(
1 + � e,kg

(
w(n), U(n)

))

+
(

1 + � e,kg

(
w(n) , U(n)

))Š1

×

⎛

⎝
|gH

kg
wg|2

� (n)
kg

(w, U)
Š � e,kg(w(n) , U(n))

⎞

⎠ (60)

where � (n)
kg

(w, U) is the first-order approximation of

� e,kg(w, U) around the point (w(n) , U(n)) by using (53), which
is given by

� (n)
kg

(w, U) �
G∑

i= 1,i�= g

2�
{(

w(n)
i

)H
gkg gH

kg
wi

}

Š
G∑

i= 1,i�= g

∣
∣
∣gH

kg
w(n)

i

∣
∣
∣
2

+ 2�
{

gH
kg

U(n)UHgkg

}

Š
∥
∥
∥gH

kg
U(n)

∥
∥
∥

2
+ Pp

∣
∣fkg

∣
∣2 + � 2

kg
.

The constraint (11c) is then approximated by the following
convex constraint

F (n)
kg

(w, U) � tg ln 2. (61)

In a similar manner, at feasible point (w(n) , U(n)), the non-
convex constraints (11d) and (11e) are approximated by the
following convex constraints

P (n)
l (w, U) 	

(
z + R̄p,l

)
ln 2, (62)

P (n)
kp

(w, U) � z ln 2 (63)

where P (n)
l (w, U) and P (n)

kp
(w, U) are respectively given by

P (n)
l (w, U) := ln

(
1 + � p,l

(
w(n) , U(n)

))
+ � p,l

(
w(n) , U(n)

)

Š � p,l

(
w(n), U(n)

) (
� p,l(w, U) + Pp|hl|2

)

� p,l(w(n) , U(n)) + Pp|hl|2
,

(64)

P (n)
kp

(w, U) := ln
(

1 + � e,kp

(
w(n) , U(n)

))

+
(

1 + � e,kp(w(n), U(n))
)Š1

×

⎛

⎝
Pp|gkp |2

� (n)
kp

(w, U)
Š � e,kp(w(n) , U(n))

⎞

⎠, (65)

with

� (n)
kp

(w, U) =
G∑

g= 1

2�
{
(w(n)

g )HfkpfH
kp

wg

}
Š

G∑

g= 1

|fH
kp

w(n)
g |2

+ 2�
{

fH
kp

U(n)UHfkp

}
Š
∥
∥
∥fH

kp
U(n)

∥
∥
∥

2
+ � 2

kp
,

� p,l(w, U) =
G∑

g= 1

∣
∣fH

l wg
∣
∣2 +

∥
∥fH

l U
∥
∥2

+ � 2
l ,

� e,kp (w, U) =
G∑

g= 1

∣
∣
∣fH

kp
wg

∣
∣
∣
2

+
∥
∥
∥fH

kp
U
∥
∥
∥

2
+ � 2

kp
.

APPENDIX B
PROOF OF PROPOSITION 1

Let �( w, U) and � (n)(w, U) denote the objective of (11)
and (20), respectively. We have

�( w, U) 	 � (n)(w, U), ( thanks to (57)) (66)

and

�
(

w(n) , U(n)
)

= � (n)
(

w(n) , U(n)
)
, (thanks to (16)). (67)

Let (w(n+ 1) , U(n+ 1)) and (w(n) , U(n)) be the optimal solution
and feasible point of (20), respectively. It follows that

�
(

w(n+ 1) , U(n+ 1)
)

	 � (n)
(

w(n+ 1), U(n+ 1)
)

	 � (n)
(

w(n) , U(n)
)

= �
(

w(n) , U(n)
)
. (68)

It shows that (w(n+ 1), U(n+ 1)) is a better point to (20) than
(w(n), U(n)) in the scene of improving the objective value.
Furthermore, the sequence {� (n)} is bounded above due to the
power constraint in (8c). Let (w̄, Ū) be a saddle point of (20),
by Cauchy’s theorem, there is a convergent subsequence
{(w(n� ) , U(n� ) )} satisfying

lim
� �+�

[
�
(

w(n� ) , U(n� )
)

Š �
(
w̄, Ū

)]
= 0. (69)
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For every n there is � such that n� � n � n� + 1.
From (68) and (69), it is true that

0 = lim
� �+�

[
�
(

w(n� ) , U(n� )
)

Š �
(
w̄, Ū

)]

� lim
n�+�

[
�
(

w(n) , U(n)
)

Š �
(
w̄, Ū

)]

� lim
� �+�

[
�
(

w(n� + 1) , U(n� + 1)
)

Š �
(
w̄, Ū

)]

= 0 (70)

which leads to lim
n�+�

�( w(n) , U(n)) = �( w̄, Ū). In other

words, Algorithm 1 will stop when the following termination
condition is met, i.e.,

∣
∣
∣
(
�
(

w(n) , U(n)
)

Š �
(
w̄, Ū

))
/�
(
w̄, Ū

)∣∣
∣ � 
 (71)

where 
 is a given accuracy. Following the same arguments as
those in [42, Th. 1], we can prove that each accumulation point
(w̄, Ū) of the sequence {(w(n), U(n))} is a KKT-point of (8).
Proposition 1 is thus proved.

APPENDIX C
PROOF OF LEMMA 3

Since the channels are modeled as i.i.d. Rayleigh random
variables, the constraint in (26g) can be rewritten for each kp

link as

Pr

⎛

⎝
Pp|gkp |2

∑G
g= 1 tr(FkpW̃g) + tr(Fkp Ũ) + � 2

kp

� �

⎞

⎠ 	 � 
 (72)

� Pr

⎛

⎝
Pp

�
|gkp |2 � tr

⎛

⎝Fkp

⎛

⎝
G∑

g= 1

W̃g + Ũ

⎞

⎠

⎞

⎠ + � 2
kp

⎞

⎠ 	 � 


(73)

where Fkp � fkpfH
kp

and W̃g � wgwH
g . It is very difficult to

calculate the distribution of tr
(

Fkp

(∑G
g= 1 W̃g + Ũ

))
directly.

Instead of this, we consider its lower bound. For notational
simplicity, let us define A =

∑G
g= 1 W̃g + Ũ. In [46],

N∑

i= 1

 i(Fkp ) NŠ i+ 1(A) � tr(Fkp A) (74)

is shown for N × N Hermitian matrices Fkp and A, where
 i(X) denotes the i-th eigenvalue of matrix X � H

N× N , and
its magnitude is sorted as  max(X) =  1(X) 	  2(X) 	
· · · 	  N(X) =  min(X). Since Fkp is a rank-one positive
semidefinite matrix, (74) can be written as

tr(Fkp A) 	  1(Fkp) N(A)
=  max(Fkp) min(A)
= tr(Fkp) min(A). (75)

Substituting (75) into (73), we get

Pr

⎛

⎝
Pp

�
|gkp |2 � tr

⎛

⎝Fkp

⎛

⎝
G∑

g= 1

W̃g + Ũ

⎞

⎠

⎞

⎠ + � 2
kp

⎞

⎠

	 Pr

(
Pp

�
|gkp |2 � tr(Fkp ) min(A) + � 2

kp

)

	 � 
. (76)

Let x = tr(Fkp ) = tr(|fkg |2). Then, x follows a chi-squared
distribution since |fkg |2 is a sum of squares of N independent

Gaussian random variables. Correspondingly, the probability
density function (PDF) of x is given as fX(x) = eŠxxNŠ1

�( N) . Let

y = Pp
� |gkp |2, and it then follows an exponential distribution

with the PDF as fY (y) = �
Pp

e
Š �

Pp
y
. Therefore, the probability

in (76) is obtained as

Pr
(

y � x min(A) + � 2
kp

)
	 � 


�
∫ �

0

∫ x min(A)+ � 2
kp

0
fX(x)fY (y)dydx 	 � 


�
∫ �

0

(

1 Š exp

(

Š
�
Pp

(x min(A) + � 2
kp

)
))

fX(x)dx 	 � 


(a)
� 1 Š exp

(

Š
�
Pp

� 2
kp

)[
�
Pp

 min(A) + 1

]ŠN

	 � 
 (77)

where (a) is obtained using [47, eq. (3.351.3)]. Next, the
constraint in (26g) for Kp links is given as

(26g) �
Kp∏

kp= 1

Pr

⎛

⎝
Pp|gkp |2

∑G
g= 1 tr(Fkp W̃g) + tr(Fkp Ũ) + � 2

kp

� �

⎞

⎠ 	 � 


(b)
� 1 Š exp

(

Š
�
Pp

� 2
kp

)[
�
Pp

 min(A) + 1

]ŠN

	 � 
 1/ Kp

�  min(A) 	
[

exp

(

Š
�

NPp
� 2

kp

)

/( 1 Š �
 1/ Kp )1/ N Š 1

]
Pp

�
(78)

where (b) is obtained by combining (77) since the channels of
Kp passive Eves are independent and modeled as i.i.d. random
variables.

APPENDIX D
PROOF OF LEMMA 4

The constraint in (26c) can be rewritten for each kg link as

Pr

⎛

⎝Pp	 g|fkg |2 	

tr

⎛

⎝Gkg

⎛

⎝W̃g Š 	 g

G∑

i= 1,i�= g

W̃i Š 	 gŨ

⎞

⎠

⎞

⎠ Š � 2
kg

	 g

⎞

⎠ 	 
 g

(79)

where Gkg � gkg gH
kg

for all kg. For any given N × N Hermitian
matrix B, it follows from [46] that

tr(GkgB) �
N∑

i= 1

 i(Gkg) i(B)

=  max(Gkg) max(B)

= tr(Gkg ) max(B). (80)

Substituting (75) and (80) into (79), we have

Pr

⎛

⎝Pp	 g|fkg |2 	 tr

⎛

⎝Gkg

⎛

⎝W̃g Š 	 g

G∑

i= 1,i�= g

W̃i

Š 	 gŨ

⎞

⎠

⎞

⎠ Š � 2
kg

	 g

⎞

⎠
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(81)

Following similar steps to the proof of Lemma 3, we can
obtain

∥
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∥
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�

[

exp

(
� 2

kg

NPp

)



Š1/ NKg
g Š 1

]

Pp

�

∥
∥wg

∥
∥2

	 g
�
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Š1/ NKg
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]
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+
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 wi
 2 +  min(Ũ) (82)

which completes the proof.
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