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Abstract—This paper considers the bit loading problem for communication systems that utilize orthogonal frequency division multiplexing (OFDM) in conjunction with precoding (POFDM) or time-domain interleave (IOFDM). In particular, we propose a new bit loading algorithm for P/I-OFDM that has substantially higher effective throughput and less computational complexity, when compared to bit loading in conventional OFDM systems. The obtained results show that the effective throughput of P/I-OFDM can be more than fourfold the conventional OFDM while the complexity is less than 5%. Moreover, the results show that the peak-to-average power ratio (PAPR) properties of the considered systems are preserved under the adaptation process.
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I. INTRODUCTION

Satisfying quality of service (QoS) is an essential requirement for several emerging applications over wireless networks. Therefore, bit loading, or adaptive modulation, for multicarrier systems such as orthogonal frequency division multiplexing (OFDM) has attracted extensive attention in the literature as reported in [1]–[13], and the references listed therein. In most of the work reported in the literature, the goal is to adapt the modulation order for each subcarrier in order to maximize the throughput, while meeting a prespecified bit error rate (BER) threshold [12]. In such systems, the transmitter and receiver should share the channel state information (CSI) for each subcarrier, and might also need to share the outcome of the bit allocation process. More general bit loading scenarios can be obtained by considering different CSI and QoS targets. For example, the authors in [2] proposed interference-aware adaptive system for device-to-device (D2D) communications, and thus, the adaptation process requires the knowledge of the interference level, in addition to the CSI. An adaptive algorithm for video communications is proposed in [3], where the goal is to maximize the average peak-signal-to-noise-ratio (PSNR) using cross layer optimization.

Although the bit loading process may provide significant throughput improvement, the overhead that accompanies the optimization process is massive, and hence, various techniques have been proposed to reduce such overhead as described in [13] and the references listed therein. Generally speaking, reducing the overhead comes at the expense of throughput reduction, and hence, there is a trade-off that has to be optimized [11]. In addition to the overhead burden, the computational complexity requirements for discrete bit loading is relatively high, even when efficient algorithms are utilized [11]. The complexity is mostly caused by the searching process that is required for most greedy algorithms used in bit loading techniques [12]. Therefore, achieving the ultimate throughput gain by integrating bit loading in practical systems is difficult because of the substantial overhead requirements that may severely deteriorate the effective throughput of the system, and the complexity, which can be prohibitively high for implementation using most available platforms.

Despite its many advantages, the BER of OFDM is generally similar to single carrier systems in frequency-selective fading channels. Therefore, extensive research has been devoted to improve the BER performance of OFDM. For example, [14] and [15] proposed using linear precoding techniques to introduce frequency diversity, which may significantly improves the BER in frequency-selective channels. Precoded OFDM (POFDM) offers full frequency diversity using Walsh Hadamard transform (WHT) and minimum mean square error (MMSE) equalizer. More recently, the authors of [16] demonstrated that using sub-band POFDM may enhance the immunity of OFDM to narrowband interference. The performance of POFDM over powerline communications with impulse noise is considered in [17] using various equalization techniques. The presented results show that POFDM outperforms the conventional OFDM in such scenarios. An adaptive algorithm that utilizes time-domain interleaving (IOFDM) is proposed in [18], where it is shown that time and frequency diversity can be jointly achieved. The IOFDM BER performance is superior in frequency-selective channels with impulse noise.

In this correspondence, we propose an efficient approach to reduce the complexity and overhead of adaptive OFDM systems simultaneously, and hence, the effective throughput and computational complexity are jointly enhanced. Namely, we consider a class of OFDM-based systems where the fading channel coefficients are equal across all subcarriers in each OFDM symbol such as the Walsh Hadamard POFDM [14]–[17], and the IOFDM [18]. Then, a highly efficient bit loading algorithm is designed to operate with very low overhead and complexity. Consequently, it is shown that such systems have an additional key advantage further to the frequency diversity [14]–[18] and peak-to-average power ratio (PAPR) reduction [14]–[17]. The obtained results show that, in certain scenarios, the effective throughput for such systems using the derived bit loading algorithm is more than fourfold the conventional OFDM with a complexity that is less than 1.5%, while preserving other features such as the PAPR reduction.

The rest of the paper is organized as follows. In Section II, the P/I-OFDM system and channel models are presented. Section III introduces the proposed bit loading algorithm for POFDM systems, this section also introduces the complexity and overhead analysis. In Section IV, the numerical results are presented, and finally, Section V concludes the paper.
II. PRECODED SYSTEM AND CHANNEL MODELS

A. Precoded OFDM (POFDM)

In POFDM, a sequence of $N$ complex data symbols $a$ each of which has an average power $P_a$ is applied to $N$-point WHT to generate the precoded data sequence $s = Wa$, where $W$ is the normalized $N$-point Walsh-Hadamard matrix. The composite symbols vector $s$ is applied to an $N$-point inverse discrete Fourier transform (IDFT) to generate the time domain samples, similar to conventional OFDM, thus $x = F^Hs$, where $F^H$ is the Hermitian transpose of the discrete Fourier transform (DFT) matrix $F$. At the receiver, after discarding the $P$ cyclic prefix (CP) samples and applying the DFT, the sequence $r$ is produced,

$$r = Hs + \eta = HWa + \eta. \quad (1)$$

In static fading channels, the channel matrix $H = \text{diag}\{[H_0, H_1, \ldots, H_{N-1}]\}$, $\eta_i \sim \mathcal{CN}(0, \sigma_d^2)$, $H_m = \sum_{l=0}^{L_m} h_{m,l} e^{-j 2\pi ml/N}$ denotes the channel frequency response at subcarrier $m$, $h_{t} \sim \mathcal{CN}(0, \sigma_t^2)$, and $L_m + 1$ is the number of multipath components of the channel.

To extract the data vector $a$ from (1), the vector $r$ should be equalized using MMSE equalizer whose output can be expressed as [18]

$$v = H^*H\tilde{a} \eta \quad (2)$$

where $\tilde{\eta} = \tilde{H}\eta$, $\tilde{H} = \text{diag}\{[\tilde{H}_0, \tilde{H}_1, \ldots, \tilde{H}_{N-1}]\}$, and

$$\tilde{H}_m = \frac{H^*_m}{|H^*_m|^2 + \Gamma}. \quad (3)$$

where $(\cdot)^*$ denotes the complex conjugate and $\Gamma \triangleq P_s/\sigma_d^2$ is the average signal-to-noise ratio (SNR). After equalization, the inverse WHT (IWHFT) is computed to produce the sequence $d = Wv$, where the $k$th element of $d$ is given by

$$d_k = \beta_{k,k}a_k + \sum_{n=0,n \neq k}^{N-1} \beta_{k,n}a_n + \zeta_k \quad (4)$$

where $\zeta_k = \sum_{m=0}^{N-1} W_{k,m}\tilde{\eta}_m$ and

$$\beta_{k,n} = \sum_{m=0}^{N-1} W_{k,m}W_{m,n}\tilde{H}_mH_m. \quad (5)$$

The conditional signal-to-interference plus noise ratio (SNIR) can be expressed as [14, Eq. 68], [18, Eq. 56]

$$\text{SNIR}_{|H} \overset{\triangle}{=} \zeta = \Gamma \sum_{m=0}^{N-1} \frac{\lambda_m}{|H_m|^2} \quad (6)$$

where $\lambda_m = \tilde{H}_mH_m$. As can be noted from (6), the SNIR is independent of the subcarrier index, and hence, all subcarriers will experience the same bit error probability.

B. Time-Domain Interleaved OFDM

In IOFDM [18], the IDFT is interleaved over single or multiple symbols to introduce time and frequency diversity. The results reported in [18] show that when the interleaver dimension is $N \times N$ and the number of subcarriers with modulation order $M(\kappa)$, which can be used to calculate $M_k$ for all subcarriers as

$$M_k = \begin{cases} M(\kappa), & k \leq N_L - 1, \varphi > n > 0 \\ M(\kappa + 1), & k > N_L - 1, \varphi > n > 0 \\ 1, & n = 0 \\ M(\varphi), & n = \varphi \end{cases}. \quad (11)$$

III. PROPOSED BIT ALLOCATION FOR POFDM

The problem of bit allocation to maximize the throughput under average BER constraints is typically formulated as [12]

$$\max_{b_k} \sum_{k=0}^{N-1} b_k \text{ subject to } \frac{\sum_{k=0}^{N-1} b_k P_k}{\sum_{k=0}^{N-1} b_k} \leq P_H \quad (7)$$

where $b_k$ is the number of bits for subcarrier $k$, $P_k$ is the specified BER threshold, and $P_H$ is the BER for subcarrier $k$. Once the constraint in (7) is satisfied, the throughput is equal to $\sum_{k=0}^{N-1} b_k$. However, it is more informative to use the normalized throughput, which is the average throughput per subcarrier

$$\Psi \triangleq \frac{1}{N} \sum_{k=0}^{N-1} b_k. \quad (8)$$

The value of $P_k \forall k$ can be computed as described in [11], and its value in conventional OFDM depends on $\gamma_k \triangleq P_s |H_k|^2/\sigma_t^2$ and the modulation order $M_k$, $n \in \{1, 2, \ldots, \varphi\}$, where $M_k(1)$ and $M_k(\varphi)$ represent the lowest and highest possible modulation orders. The set of all possible modulation orders is denoted as $M$. The process can be performed in different ways based on where the optimization process is computed, and type of data exchanged between the transmitter and receiver. Nevertheless, it is commonly assumed that $\gamma = [\gamma_0, \gamma_1, \ldots, \gamma_{N-1}]$ is initially available only at the receiver who shares it with the transmitter via a feedback channel. The transmitter computes $b = [b_0, b_1, \ldots, b_{N-1}]$, and then shares the result with the receiver.

A. Proposed Bit Allocation

For POFDM, the SNR should be replaced by the SINR $\zeta$ (6), which is actually equal for all subcarriers. Consequently, $P_k$ in (7) for a particular channel realization becomes only a function of $M$ because $\zeta$ is fixed for all subcarriers, and $P_k = P_k \forall k$. Similar to conventional OFDM, efficient bit allocation techniques such as the incremental allocation algorithm (IAA) [12] can be used directly to solve (7). However, it is straightforward to show that applying the IAA would result in one of the following three scenarios:

1) All subcarriers have the maximum possible modulation order $M_k = M(\varphi) \forall k$.  
2) All subcarriers have the minimum possible modulation order, $M_k = M(1) \forall k$.  
3) $N_L$ subcarriers have modulation order $M_k(\kappa)$ and $(N - N_L)$ subcarriers have modulation order $M_k(\kappa+1)$.

For the last case, the constraint in (7) can be written as

$$\frac{N_L m_n P[M(\kappa) + (N - N_L) m_n + 1] P[M(\kappa+1)]}{N_L m_n + (N - N_L) m_n + 1} \leq P_H \quad (9)$$

where $m_n \triangleq \log_2(M(\varphi))$. After some straightforward manipulations, the value of $N_L$ can be computed as

$$N_L = \left\lfloor \frac{m_n P[M(\kappa) + (N - N_L) m_n + 1] P[M(\kappa+1)]}{m_n P[M(\kappa) + (N - N_L) m_n + 1] P[M(\kappa+1)] - P_H (m_n - m_n + 1)} \right\rfloor \quad (10)$$

where $\lfloor \cdot \rfloor$ denotes the floor function. Therefore, the bit loading process can be implemented efficiently as described in Algorithm 1, where the proposed algorithm is denoted as the direct bit loading algorithm (DBLA). The output of Algorithm 1 is the modulation order index $n$ and the number of subcarriers with modulation order $M(\kappa)$, which can be used to calculate $M_k$ for all subcarriers as
compute $N_L$ and $m_n$. Therefore, the total overhead is limited to $\zeta$, which should be no more than 10 bits for all practical considerations. Therefore, there are two metrics that can be used, namely, the normalized throughput $\Psi$ defined in (8), which can be used to evaluate the efficiency of the bit loading process, and the effective throughput $\Psi_E$, which takes the overhead bits into consideration,

$$\Psi_E = \frac{K \sum_{k=0}^{N-1} b_k + \Omega_{RT} + \Omega_{TR}}{K}$$

where $K$ is the number of OFDM symbols transmitted using the same CSI, which is a function of the channel variation rate, $\Omega_{RT}$ and $\Omega_{TR}$ denote the number of overhead bits sent from the receiver to the transmitter, and vice versa. In mobile channels, the channel parameters change continuously, which implies that the system should use $K = 1$. In high speed applications, it might be even necessary to perform the bit loading using predicted CSI to overcome the impact of the time delay caused by the channel estimation at the receiver side and the propagation time between the receiver and transmitter [21].

IV. NUMERICAL RESULTS

This section presents the performance of the proposed adaptive POFDM (A-POFDM), in terms of throughput, PAPR and complexity. An OFDM system is considered where $N = 128$, and cyclic prefix of $N_{CP} = 32$. The set of modulation schemes used are 64-QAM, 16-QAM, QPSK and BPSK, in addition, subcarriers can be turned off. Two channel models are considered in this work, the Typical Urban (TU) and the Bad Urban (BU) multipath Rayleigh fading [19]. The TU consists of 5 taps with average gains of $[0.5682, 0.2388, 0.0951, 0.06, 0.0379]$, normalized delays of $[0, 1, 3, 5, 10]$ samples and maximum delay spread of 11 samples. The BU consists of 5 taps as well with average gains $[0.4584, 0.147, 0.9028, 0.1851, 0.1167]$, normalized delays $[0, 2, 3, 10, 13]$ and maximum delay spread of 14 samples. The channel coefficients correspond to a quasi-static fading model where the channel remains fixed for $K$ OFDM symbols. Each Monte Carlo simulation run includes $10^6$ channel realizations. The proposed algorithm is compared with the adaptive bit loading algorithm proposed by Wyglinski [12] for OFDM systems which is denoted as A-OFDM.

Fig. 1 shows the throughput $\Psi$ versus SNR for various $P_H$ values using A-OFDM and A-POFDM. It is interesting to note that conventional A-OFDM outperforms the A-POFDM for the entire range of SNR and for the three considered thresholds, even though the BER of POFDM is significantly less than OFDM in such channels. Such counterintuitive results are due to the fact that a deep fade over a few subcarriers can be easily mitigated in the A-OFDM by switching off the weakest subcarriers, while it will be spread over all subcarriers in the case of A-POFDM.

Fig. 2 presents the effective throughput $\Psi_E$ which considers the effect of overhead. For example, using efficient feedback techniques as the one described in [13], then $\Omega_{RT} = 8N_{CP} = 256$ bits given that each channel tap is represented by 8 bits. Therefore, the total overhead per channel realization is 640 bits. For the A-POFDM, $\zeta$ is represented using 10 bits, which is sufficiently large for such purposes. The numerical results of Fig. 2 show that in fast time-varying channels where $K = 1$, the A-POFDM outperforms the conventional A-OFDM by about 485% at SNR of 5.85 dB, which is the maximum gain that can be achieved for the case of $K = 1$. As $\Psi_E$ starts to saturate at SNR $\sim 15$ dB, the difference between the two systems starts to decrease where it becomes 83.5% at SNR = 30 dB. For slow time-varying channels, the CSI is updated less frequently, and hence, large values of $K$ can be used. Consequently, the effective throughput of both systems improves as a result of decreasing the overhead. However, the A-OFDM is more sensitive to varying $K$ because of the large overhead required for such systems. By considering $K = 10$, for example, it can be noted that the A-POFDM may outperform the A-OFDM by about 136% at SNR = 3.25, which is the maximum difference for this case. At SNR = 30 dB, the difference becomes about 8.5%.

---

Algorithm 1: Direct Bit Loading Algorithm (DBLA).

Input: $\zeta, P_H, M$

Output: $n, N_L$

1. for $n = \varphi : 0$
2. Compute $P|_{M(n)}$
3. if $P|_{M(n)} \leq P_H$
4. Break
5. end if
6. end for
7. if $\varphi > n > 0$
8. Compute $N_L|_{M(n), M(n+1)}$ using (10)
9. end if
10. if $n = 0$ or $n = \varphi$
11. $N_L = N$
12. end if

As can be noted from (11), if the BER using the minimum modulation order $M^{(1)}$ does not satisfy the BER constraint, all subcarriers are nullled.

It is worth noting that Algorithm 1 can be applied to IOFD systems as well because the SINR can be described using (6). However, the number of subcarriers $N$ in (10) is replaced with $N^2$ because the modulation orders are allocated to $N^2$ subcarriers as compared to $N$ subcarriers for POFDM.

In mobile fading channels, the bit loading process is affected in two ways, first, the channel matrix $H$ in (1) becomes non-diagonal, which introduces additional inter-carrier interference (ICI) term to (4). Therefore, the bit loading process in mobile channels should be performed while considering the effect of ICI whose power can be computed as described in [20, Eq. 37]. Nevertheless, for vehicle speed of less than 100 km/h, the ICI power is insignificant and the BER at low and moderate SNRs is mostly determined by the AWGN and fading. Therefore, to avoid estimating the Doppler shift and ICI power, an SNR safety margin can be introduced by considering the worst case scenario. For example, for speeds that are less than 100 km/h, the SNR margin is about 0.1 dB at BER of $10^{-3}$ [20].

The second effect is that the channel variation increases the CSI exchange rate between the transmitter and receiver, and consequently, reduces the effective throughput. In several applications that involve mobile channels, it is typically assumed that the channel remains fixed for a time period that is equal to the coherence time of the channel. However, such assumption is not valid for bit loading because the CSI becomes outdated, and hence, the BER constraint could be violated. Consequently, satisfying the BER constraint in mobile channels may require the CSI to be updated for each transmitted symbol.

B. Complexity and Overhead Analysis

The complexity of adaptive bit loading algorithms is usually dominated by the number of times $P_k$ is computed, denoted as $C$, and hence it is used to indicate the complexity in this work [11]. For the DBLA, Algorithm 1 shows that $C$ is random, and $1 \leq C \leq \varphi - 1$, which is significantly smaller than the IAA used with conventional OFDM where $N \leq C \leq N(\varphi - 1)$. Therefore, the DBLA complexity is about $1/N$ of the IAA.

Adaptive bit loading requires the knowledge of $\gamma_k, k = [0, 1, \ldots N - 1]$, at the transmitter side, which is typically estimated at the receiver, and then sent to the transmitter. On the other hand, the receiver should have $M^{(n)}_k \forall k$. For POFDM systems, the transmitter needs to know only $\zeta$, and the receiver should have $N_L$ and $m_n$. By noting that $0 < N_L \leq N$ and $m_n \leq \log_2(\varphi)$, then the total overhead is actually negligible as compared to conventional OFDM systems. Moreover, because the complexity is extremely low, it can be implemented at both the transmitter and receiver, and hence, the receiver can directly
Fig. 1. The throughput $\Psi$ of the A-OFDM and A-POFDM versus SNR for different BER thresholds using the TU channel model.

Fig. 2. The effective throughput $\Psi_E$ versus SNR in TU channel for $K = 1, 2, \ldots, 10$, and $P_H = 10^{-3}$.

Fig. 3. The effective throughput $\Psi_E$ using different channel models, $K = 10$ and $P_H = 10^{-3}$.

Fig. 4. CCDF for OFDM, A-OFDM, POFDM, and A-POFDM systems.

Fig. 3 shows the effective throughput $\Psi_E$ using three different channels with different frequency selectivity, which are the TU, BU [19], and the flat fading channel. The TU has a normalized root-mean-squared delay spread $\tau_{rms} = 2.22$ samples, and the BU has $\tau_{rms} = 4.91$ samples, and the flat fading has $\tau_{rms} = 0$. As expected, the effective throughput of the A-POFDM is inversely proportional to $\tau_{rms}$, which is due to the fact that deep fades affect all subcarriers within the POFDM symbol. In severely selective channels, it is highly likely that the frequency response of the channel will have multiple nulls, as compared to a single null in the flat fading channel. Therefore, the throughput in the case of frequency-selective channels is expected to be less than the flat fading channel. In conventional OFDM, the throughput is generally independent of the frequency selectivity of the channel, except for the flat fading case, where a deep fade implies that all subcarriers will be nulled. Therefore, the throughput for the flat fading case is slightly less than the TU and BU channels at low SNRs.

Fig. 4 depicts the complementary cumulative distribution function (CCDF) of the PAPR for the A-OFDM, A-POFDM, conventional OFDM and POFDM signals modulated using QPSK and 64-QAM, an oversampling factor of four [14], $SNR = 20$ dB and $P_H = 10^{-3}$. As can be noted from the figure, the PAPR is generally independent of the modulation order and adaptive bit loading process. Therefore, POFDM and A-POFDM maintain a 0.7 dB advantage over the OFDM and A-OFDM.
Although the upper and lower bounds for the computational complexity $C$ of IAA and DBLA are known, the actual value of $C$ is a random function of the SNR and the channel matrix $H$. Therefore, Monte Carlo simulation is used to evaluate the complexity more accurately, and the results are presented in Table I for various SNR values. The table also shows the relative complexity $C_R$, which is the ratio of the $C_{A-POFDM}$ and $C_{A-OFDM}$. As shown in Table I, the value of $C$ for both systems takes its maximum value at low SNR because the IAA has to search for the solution over all possible states. Nevertheless, the number of states of the IAA is significantly larger than the DBLA where $C_R$ is about 0.78%. On the other extreme of very high SNR, both algorithms converge directly to the optimum solution, which requires the minimum number of iterations, i.e., $N$ for the A-OFDM and 1 for the A-POFDM. Therefore, $C_R$ for this SNR value is similar to the 0 dB case, which is 0.78%. Consequently, the proposed bit loading computational complexity is significantly less than the conventional A-OFDM.

It is also worth comparing the complexity of the proposed algorithm with the results of [4] and [5], although they tackle the bit loading problem from a different perspective. In [4] and [5], the complexity is given in terms of the average number of operations per subcarrier, which is 40 [4, Table II] and 70.76 [5, Table II]. For the proposed algorithm worst case scenario, the BER should be computed $\varphi$ times regardless of the number of subcarriers, where $\varphi$ is the number of possible modulation orders. Moreover, $\varphi$ comparisons are needed while $N_L$ should be computed only once. Therefore, the total number of operations is 15 as compared to 40$N$ and 70.76$N$ for [4] and [5], respectively.

As can be noted from the obtained throughput results and complexity analysis [14], employing POFDM in frequency-selective channels may offer significant advantages in terms of BER and PAPR reduction. However, POFDM has higher complexity than OFDM due to the additional IWH and WHT operations at the transmitter and receiver, respectively. Therefore, including the bit loading process in the comparison between OFDM and POFDM reduces the complexity gap between the two schemes and adds a new advantage for POFDM.

### Table I

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>0</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-POFDM</td>
<td>4</td>
<td>4</td>
<td>3.9</td>
<td>2.2</td>
<td>1.04</td>
<td>1</td>
</tr>
<tr>
<td>A-OFDM</td>
<td>512</td>
<td>443</td>
<td>261</td>
<td>141</td>
<td>129</td>
<td>128</td>
</tr>
<tr>
<td>$C_R$</td>
<td>0.78</td>
<td>0.9</td>
<td>1.5</td>
<td>1.5</td>
<td>0.8</td>
<td>0.78</td>
</tr>
</tbody>
</table>

V. CONCLUSION

This work proposed a new low-complexity bit loading allocation algorithm for A-POFDM systems in frequency-selective fading channels with BER constraints. The bit loading objective is to maximize the overall throughput while guaranteeing that the BER remains below a prescribed threshold. The algorithm uses the fact that all subcarriers in each POFDM symbol have the same SNR, which significantly reduced the computational complexity and processing time of the optimization process. An interesting and counterintuitive observation is that the throughput of A-OFDM is higher than that of A-POFDM because A-OFDM avoids the deep fading by switching off severely faded subcarriers, which is not possible in A-POFDM. However, the low overhead required by A-POFDM is remarkably small, which makes the effective throughput much higher than the A-OFDM throughput. The analytical and simulation results show that the computational complexity of A-POFDM can be obtained in a few simple steps without the need for exhaustive search, more specifically, the complexity of A-POFDM is less than 1.5% as compared to A-OFDM. The PAPR properties of both A-POFDM and A-OFDM were generally not affected by the adaptation process, and hence, the A-POFDM has an advantage in this regard as well.
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