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Abstract—In this paper, we investigate a distributed machine learning approach for a multiuser mobile edge computing (MEC) network in a cognitive eavesdropping environment, where multiple secondary devices (SDs) have some tasks with different priorities to be computed. The SDs can be allowed to use the wireless spectrum as long as the interference to the primary user is tolerated, and an eavesdropper in the network can overhear the confidential message from the SDs, which threatens the data offloading. For the considered system, we firstly present three optimization criteria, whereas criterion I aims to minimize the linear combination of latency and energy consumption, criterion II tries to minimize the latency under a constraint on the energy consumption, and criterion III is to minimize the energy consumption under a constraint on the latency. We then exploit a federated learning framework to solve these optimization problems, by optimizing the offloading ratio, bandwidth and computational capability allocation ratio. Simulation results are finally demonstrated to show that the proposed method can effectively reduce the system cost in terms of latency and energy consumption, and meanwhile ensure more bandwidth and computational capability allocated to the user with a higher task priority.
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I. INTRODUCTION

A. Literature Review

In recent years, the emerging paradigm of Internet of Things (IoT) has attracted much attention from academia and industry, since it can fulfill the intelligent identification, positioning, tracking, etc. To support various applications of IoT, mobile edge computing (MEC) has been proposed to overcome the limitations of traditional cloud computing [1]–[3]. In the MEC networks, mobile users can offload the computational tasks to the nearby computational access points (CAPs), in order to meet the requirement of latency and energy consumption. Hence, offloading strategy has become a key design in MEC networks [4]–[6]. In general, computational offloading can be divided into two types of binary offloading and partial offloading. In binary offloading, the tasks from the users should be computed either locally or by the CAPs through offloading [7]. In [8], the authors studied a binary offloading and user attack model, and then designed an offloading strategy based on the Lyapunov optimization framework to protect the user privacy and ensure the user experience. In the partial offloading, some parts can be computed locally, while the rest parts are computed by the CAPs through offloading [9]. For massive multiple-input multiple-output (MIMO) MEC networks, a partial offloading strategy can be designed by taking into account the latency constraint, through a nested algorithm based on convex optimization [10]. Moreover, the technique of intelligent reflecting surfaces (IRS) technique can be integrated into the MEC networks to enhance the system transmission performance significantly, where the key system design on the IRS was given in the works [11]–[13].

The development of machine learning algorithms such as deep learning (DL) and deep reinforcement learning (DRL) provides a novel way to solve the problems in wireless communication systems, which has attracted a lot of attention [14]–[20]. For example, the authors in [14] proposed a novel framework based on deep neural network (DNN) to address the problem of antenna selection and power allocation in the wireless communication systems. By mapping the hybrid beamforming architecture to a neural network (NN), [15] presented a novel design scheme based on the machine learning for multiple beamforming architectures, which provides critical guidance in the design of intelligent radio networks. The authors in [16] developed two novel antenna selection methods based on the support vector machine and DNN, in order to solve the antenna selection problem in full-duplex modulation system. In addition, for vehicular fog computing networks, a DRL-based task offloading method was proposed by jointly exploiting the task priority, mobility of vehicles and service availability [17]. Although the aforementioned researches can find a proper offloading strategy for the MEC networks, they are centralized optimization in
essence, which requires to know the full information of all users. This is however harmful to the privacy protection, and meanwhile causes a high communication overhead.

Some distributed learning algorithms have been proposed to solve the optimization problems in wireless networks [21]–[23], by taking into account the following advantages of the distributed learning framework. Firstly, the distributed learning allows mobile devices not to upload their full information to the CAPs, so as to protect the privacy of the mobile devices. Secondly, the distributed learning can help reduce the large communication overhead in the process of centralized learning. Thirdly, unlike the centralized learning, the distributed learning provides a flexible way to the system design, thanks to its characteristic of multi-module cooperation. Due to these reasons, distributed optimization methods are more attractive in solving the optimization problems of the MEC networks. For example, a fully distributed computation offloading algorithm was devised to reduce the average system-wide execution cost in [21], and a distributed branch-and-bound method could be applied to minimize the long-term average delay subject to the constraints of computation resources and power consumption [22]. However, it is notable that there still exist some challenges in the conventional distributed learning. One challenge is the distribution characteristics of data, where the data is often assumed to follow the independent and identical distribution (IID). This however may not hold in the practical MEC networks, where the task characteristics of mobile devices are varying and non-independently and identically distributed (nIID). Another challenge is the lack of interaction among users, which may cause the whole system to lose robustness and result in a high exploration cost.

To solve the problems in the conventional distributed learning, Google researchers proposed a pioneering concept of federated learning (FL) to break the data island in the machine learning [24]–[27], which puts the research of machine learning to a new altitude. In general, the process of FL contains four steps. Firstly, each user trains its own data at local, and then uploads the trained network parameters to a central node. Secondly, according to the federated learning framework, the central node aggregates parameters of users participating into the FL. After the aggregation, the central node sends the aggregated network parameters to each user. The above steps are repeated until the system performance becomes convergent. Different from the conventional distributed learning, FL is a multi-user cooperative learning without data share, and it allows users to interact and have nIID data [28], [29]. Compared with the centralized learning, the federated learning has been shown to achieve some advantages in the following three folds. Firstly, as a typical distributed learning, the federated learning allows mobile devices not to upload their full information to the CAPs, so as to protect the privacy of the mobile devices. Secondly, the federated learning can help reduce the large communication overhead in the process of centralized learning. Thirdly, unlike the centralized learning, the federated learning provides a flexible way to the system design, thanks to its characteristic of multi-module cooperation. Due to these advantages, a lot of researches have been put into the study of FL [30]–[32]. In particular, a new resource allocation framework was proposed for the wireless federated learning in [30], in order to optimize the convergence of the FL. To optimize the system performance constrained by a latency threshold, the authors in [31] proposed two bandwidth allocation strategies to maximize the number of users participating into FL. Therefore, FL provides a new inspiration to the computation offloading optimization in the MEC networks, which becomes the motivation of the work in this paper.

It is notable that there still exist some challenges in the federated learning, from the aspects of implementation and communication overhead. One challenge is the limited battery supply at the mobile devices. Once these mobile devices run out of their batteries, they will be dropped from the system operation, which may cause a severe performance degradation in the federated learning. Another challenge is the communication overhead, as mobile devices need to upload their local models for multiple rounds, in order to reach a high learning performance. However, this may cause a large communication overhead and result in a training bottleneck, particularly when some training networks consist of millions of parameters, such as convolutional neural networks.

B. Contribution

In this paper, we investigate distributed machine learning for a multiuser mobile edge computing system, where multiple users have some computational tasks of different priorities, which can be computed through offloading to multiple CAPs. We consider a cognitive eavesdropping environment where the users can use the wireless spectrum as long as the interference to the primary user is tolerated, and an eavesdropper in the network can overhear the confidential message from the users. For the considered system, we firstly present three optimization criteria, whereas criterion I aims to minimize the linear combination of latency and energy consumption, criterion II tries to minimize the latency with a given threshold of energy consumption, while criterion III is to minimize the energy consumption with a given latency threshold. We then solve the optimization problem in a distributed machine learning way by optimizing the offloading ratio as well as the allocation of bandwidth and computational capability, by taking into account the task priority among users. Specifically, a FL optimization framework is used, where each user employs DRL to solve the optimization. Simulation results are finally demonstrated to show that the proposed method can effectively reduce the system cost in terms of latency and energy consumption, and meanwhile ensure more bandwidth and computational capability allocated to the user with a higher task priority.

The main contributions of this work can be summarized as follows,

- This paper studies distributed machine learning for a multiuser multi-CAP MEC network in cognitive and secure environments, where the task priority of users is taken into account.
- We present three optimization criteria for the MEC networks, which provide a flexible choice for the system design and optimization, by taking into account the requirement of latency and energy consumption.
We solve the optimization problem through optimizing the offloading ratio as well as the allocation of bandwidth and computational capability in the FL framework, where each user employs DRL to solve the optimization.

Simulation results are demonstrated to show the effectiveness of the proposed method in reducing the system latency and energy consumption. In particular, the user with a higher task priority is ensured to be allocated more bandwidth and computational capability.

C. Structure

The rest of this paper is organized as follows. After the introduction, Section II describes the system communication and computation models, and Section III provides three criteria for the system optimization in the MEC networks. After that, Section IV presents the FL based distributed algorithm to solve the offloading optimization problem in the MEC networks. Simulation results are demonstrated in Section V to verify the effectiveness of the proposed scheme, and finally we conclude this work in Section VI.

II. SYSTEM MODEL

Fig. 1 depicts the system model of a distributed wireless mobile edge computing network in eavesdropping environments, where there are $M$ secondary devices (SDs) within the coverage of $K$ CAPs. The users work in an underlay spectrum-sharing mode, and they can use the spectrum of the primary user, as long as their interference to the primary user is below a given threshold $I_P$. We consider the eavesdropping environments, where there is one eavesdropper such as an unmanned aerial vehicle (UAV), which can overhear the confidential communication from the users\(^1\) to the CAPs. The users have some computational tasks to be computed, which can be assisted by the CAPs with much more powerful computational capabilities. Let $D_m = (s_m, d_m)$ denote the characteristics of the task of the user SD$_m$, where $s_m$ is the task length, and $d_m$ is the task priority. In practice, the task characteristics may be dynamically varying due to many factors, which can be characterized by the uniform distribution, without loss of generality. Specifically, $s_m$ is subject to the uniform distribution of $\mathcal{U}(s_{\min}, s_{\max})^2$, where $s_{\min}$ and $s_{\max}$ are the minimum and maximum lengths, respectively.

As the users have limited computational capabilities, the tasks can not be computed at local completely, given the requirement from the perspectives of latency and energy consumption. Hence, the tasks of users should be partially or fully offloaded to the CAPs. Specifically, let $\alpha_{m,k} \in [0, 1]$ denote the offloading ratio from the user SD$_m$ to CAP$_k$ through wireless transmission. Accordingly, $\alpha_{m,0}$ part of the task will be computed at local, while the rest part will be computed by the CAPs. As the users have different task characteristics, such as task length or priority, the communication and computational resources should be allocated dynamically, in order to enhance the system performance by reducing the latency and energy consumption.

In the following, we will firstly describe the task priority, and then present the offloading and computational model for the considered secure MEC network.

A. Task Priority

In practice, different tasks may have different priorities in the latency and energy consumption. For example, the signal control tasks such as car navigation and autopilot, have a higher priority in the latency. For the IoT nodes with limited energy, the energy resources are quite limited, and computational tasks have a high priority in the energy consumption. Overall, the task priority plays an important role in the task implementation and system performance.

To support the tasks with a higher priority, the system communication and computational resources should be allocated more to the tasks, in order to meet the task requirement. In particular, we can allocate the transmission bandwidth and computational capability, by taking into account the task priority. As to the user SD$_m$ with priority $d_m$, we need to allocate the bandwidth from the $k$-th edge node CAP$_k$ for the user SD$_m$. A feasible solution of the bandwidth allocation is,

$$\beta_{m,k} = \frac{\beta_{m,k}d_m}{\sum_{m=1}^{M} \beta_{m,k}d_m},$$ \hspace{1cm} (1)

where $\beta_{m,k}$ denotes the expected bandwidth allocation ratio from CAP$_k$ to the user SD$_m$, while $\beta_{m,k}$ is a weighted version of $\beta_{m,k}$ by taking into account the task priority. As the training of users operates in a distributed way, each user can adjust its own bandwidth only, which may cause the sum of bandwidth allocated to all users be larger than the system total bandwidth.

\(^1\)In this paper, the SDs and users are used interchangeably.

\(^2\)In practice, the task size $s_m$ may vary due to many factors, such as dynamic application requirement and processes in the user terminal. Without loss of generality, we assume that $s_m$ follows the uniform distribution within the interval of $[s_{\min}, s_{\max}]$. Moreover, when the task size follows some other distributions, such as normal distribution or exponential distribution, the results in this work will be changed accordingly, whereas the optimization methods in this work can be easily extended.
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To solve this issue, we use (1) to determine the allocation ratio of the bandwidth for each user. Specifically, for the right-hand side (RHS) of (1), the numerator represents the bandwidth share which the user SDₘ with task priority ₗₘ expects to be allocated from CAP k, while the denominator is the total bandwidth share which M SDs expect to be allocated from CAP k. This normalized processing is exploited to ensure the total allocation ratio of the bandwidth equal to unity.

Similar to the process of allocating the bandwidth ratio, we can allocate the computational capability to the users by taking into account the task priority as,

\[ \bar{\gamma}_{m,k} = \frac{\gamma_{m,k}d_m}{\sum_{m_1=1}^{M} \gamma_{m_1,k}d_{m_1}}, \]

where \( \gamma_{m,k} \) denotes the expected allocation ratio of the computational capability from CAP k to the user SDₘ, while \( \bar{\gamma}_{m,k} \) is a weighted version of \( \gamma_{m,k} \) by taking into account the task priority. In a word, by allocating more resources such as the bandwidth and computational capability, the tasks with a higher priority can be implemented with a lower latency and energy consumption, which can help enhance the system performance of the considered secure MEC network.

### B. Offloading Model

When the local users cannot calculate the computational tasks completely by themselves, some or full parts of the task should be offloaded to the CAPs through wireless channels from the users to the CAPs. In this paper, the secondary users work in the cognitive environments, and the transmit power of the secondary users are limited by the peak interference from the primary user. Let \( I_p \) denote the peak interference power to the primary user imposed by the secondary users, and the transmit power of the user SDₘ is given by,

\[ P_m = \frac{I_p}{|g_m|^2}, \]

where \( g_m \sim \mathcal{CN}(0, \zeta_p) \) denotes the channel parameter of the link from the user SDₘ to the primary user. From \( P_m \), we can write the data rate of the link from SDₘ to CAPk as,

\[ R_{m,k} = W_k^{\text{total}} \beta_{m,k} \log_2 \left( 1 + \frac{P_m|h_{m,k}|^2}{\sigma_k^2} \right), \]

where \( W_k^{\text{total}} \) is the total wireless bandwidth of CAPk, \( h_{m,k} \sim \mathcal{CN}(0, \zeta_p) \) denotes the channel parameter of the link from the user SDₘ to CAPk, and \( \sigma_k^2 \) is the variance of the additive white Gaussian noise (AWGN) at CAPk. When the UAV attacker overhears the confidential communication from the users to the CAPs, the eavesdropping data rate of the link from the user SDₘ to the UAV is,

\[ R_{m,e} = W_k^{\text{total}} \beta_{m,k} \log_2 \left( 1 + \frac{P_m|h_{m,UAV}|^2}{\sigma_{UAV}^2} \right), \]

where \( h_{m,UAV} \sim \mathcal{CN}(0, \zeta_{UAV}) \) denotes the channel parameter of the link from SDₘ to the UAV, and \( \sigma_{UAV}^2 \) is the variance of the AWGN at the UAV. From (5) and (7), the secrecy data rate under eavesdropping can be obtained as\(^3\),

\[ R_{m,k}^e = [R_{m,k} - R_{m,e}]^+ \]

where \([X]^+ \) returns X if X is positive, or zero otherwise. From (8), we can write the transmission latency of the offloading as,

\[ t_{m,k}^{\text{tran}} = \frac{R_{m,k}}{R_{m,k}^e}. \]

From (3) and (9), we can write the transmission energy consumption of the offloading as,

\[ e_{m,k}^{\text{tran}} = t_{m,k}^{\text{tran}} P_m. \]

### C. Computation Model

Note that the computational task can be executed either at the local device or at the edge nodes. When the \( \alpha_{m,0} \) part of the task \( D_m \) is executed locally, the local latency is expressed as,

\[ t_{m,k}^{\text{local}} = \frac{s_m \alpha_{m,0}}{f_m}, \]

where \( f_m \) denotes the computational capability of the user SDₘ. Accordingly, the local energy consumption is,

\[ e_{m,k}^{\text{local}} = \frac{s_m \alpha_{m,0}}{f_m^2}. \]

When the \( \alpha_{m,k} \) part of the task \( D_m \) is executed by CAPk, the computational latency is,

\[ t_{m,k}^{\text{comp}} = \frac{s_m \alpha_{m,k}}{f_k^{\text{total}} \bar{\gamma}_{m,k}}, \]

where \( f_k^{\text{total}} \) denotes the total computational capability of CAPk. Moreover, the energy consumption at the CAPk is,

\[ e_{m,k}^{\text{comp}} = \frac{s_m \alpha_{m,k}}{f_k^{\text{total}} \bar{\gamma}_{m,k}^2}. \]

Since the task can be computed by the CAPs after the offloading, the offloading and computational latency from the user SDₘ to CAPk is,

\[ t_{m,k} = t_{m,k}^{\text{tran}} + t_{m,k}^{\text{comp}}. \]

As the processing of offloading and local computation can be carried in parallel, the latency of computing the task of the user SDₘ is,

\[ t_{m} = \max\{t_{m,k}^{\text{local}}, \max\{t_{m,1}, t_{m,2}, \ldots, t_{m,K}\}\}. \]

Accordingly, the total latency of the whole system is,

\[ L_{\text{total}} = \max\{t_1^{\text{total}}, t_2^{\text{total}}, \ldots, t_M^{\text{total}}\}. \]

\(^3\)Note that if there is no eavesdropper to overhear the confidential message from the users, the data transmission rate from the user SDₘ to the CAPk will become into \( R_{m,k} \). As \( R_{m,k} \leq R_{m,k}^e \) holds, we can find that the existence of eavesdroppers will be harmful to the data transmission rate.
As shown in the above equation, the system total latency is the maximal latency among $M$ users, as the users perform the offloading and computing in parallel. In particular, the computing is performed among $M$ users in parallel, as each user uses its individual computational resource, either local computational capability or the allocated computational capability from the CAPs, to calculate the tasks. Moreover, the offloading is implemented in parallel among $M$ users, as each user employs an orthogonal spectrum frequency for the wireless transmission.

In further, the energy consumption at the user $SD_m$ is given by,

$$e_{m}^{\text{total}} = e_{m}^{\text{local}} + \sum_{k=1}^{K} (e_{m,k}^{\text{tran}} + e_{m,k}^{\text{cap}}).$$

Hence, the total energy consumption of the whole system is,

$$E_{\text{total}} = \sum_{m=1}^{M} e_{m}^{\text{total}}.$$  \hfill (18)

$$E_{\text{total}} = \sum_{m=1}^{M} e_{m}^{\text{total}}.$$  \hfill (19)

III. PROBLEM FORMULATION

As different offloading and bandwidth allocation strategies yield different latency and energy consumption for the considered secure MEC network, we need to optimize the system performance by allocating the system resources. To this end, we need to firstly formulate the optimization problem. In this paper, we provide three optimization criteria for the considered secure MEC network. Specifically, criterion I is to minimize a linear combination of latency and energy consumption, through adjusting the offloading ratio, bandwidth allocation, and computational capability allocation, given by,

$$\min_{\{\alpha_m, \beta_m, \gamma_m\}} \Phi_1 = \lambda L_{\text{total}} + (1 - \lambda) E_{\text{total}},$$  \hfill (20a)

s.t. \hspace{1cm} C_1 : \alpha_{m,0} + \sum_{k=1}^{K} \alpha_{m,k} = 1, \forall m \in M, \quad \hfill (20b)

$$C_2 : \sum_{m=1}^{M} \beta_{m,k} = 1, \forall k \in K, \quad \hfill (20c)$$

$$C_3 : \sum_{m=1}^{M} \gamma_{m,k} = 1, \forall k \in K, \quad \hfill (20d)$$

where $\lambda \in [0,1]$ is a weight factor, and constraint $C_1$ indicates that the computational task is fully computed by the local computing and the CAPs through offloading. Constraint $C_2$ ensures that the bandwidth allocated to the users should not exceed the total bandwidth of the CAPs, and constraint $C_3$ guarantees that the computational capability allocated to the users should not exceed the total computational capability of the CAPs. Note that the linear combination form in criterion I is feasible to measure the system cost in some application scenarios, where the system needs to adjust the importance of the latency and energy consumption dynamically, such as smart home, UAV networks and electric autopilot, from the following two aspects. Firstly, the latency and energy consumption can be jointly optimized by minimizing the linear combination. In particular, when $\lambda$ is equal to 0, minimizing the linear combination is equivalent to minimizing the energy consumption, while when $\lambda$ is equal to 1, minimizing the linear combination is equivalent to minimizing the latency. Secondly, the linear combination can provide a flexible optimization form of the latency and energy consumption for the MEC networks. We can increase the value of $\lambda$, when the latency becomes dominant in some scenarios, while we can decrease the value of $\lambda$, when the energy consumption becomes dominant. Due to these two reasons, most of existing works, such as [33], use the linear combination of the latency and energy consumption to measure the system cost of the MEC networks.

In addition to criterion I, we provide criterion II in the following to minimize the system latency with a given constraint on the energy consumption, given by,

$$\min_{\{\alpha_m, \beta_m, \gamma_m\}} \Phi_{II} = L_{\text{total}},$$  \hfill (21a)

s.t. \hspace{1cm} C_1 : E_{\text{total}} \leq E_{\text{th}}, \quad \hfill (21b)

$$C_2 : \alpha_{m,0} + \sum_{k=1}^{K} \alpha_{m,k} = 1, \quad \hfill (21c)$$

$$\forall m \in M, \quad \hfill (21d)$$

$$\forall m \in M, \quad \hfill (21e)$$

where $E_{\text{th}}$ is the energy consumption threshold predetermined by the system, and constraint $C_1$ ensures that the system energy consumption should not exceed the threshold. Criterion II can be used in the latency-sensitive scenarios, such as the automatic driving in Internet of Vehicles and control systems.

In further, we provide criterion III in the following to minimize the system energy consumption with a given constraint on the latency, given by,

$$\min_{\{\alpha_m, \beta_m, \gamma_m\}} \Phi_{III} = E_{\text{total}},$$  \hfill (22a)

s.t. \hspace{1cm} C_1 : L_{\text{total}} \leq L_{\text{th}}, \quad \hfill (22b)

$$C_2 : \alpha_{m,0} + \sum_{k=1}^{K} \alpha_{m,k} = 1, \quad \hfill (22c)$$

$$\forall m \in M, \quad \hfill (22d)$$

$$\forall m \in M, \quad \hfill (22e)$$

where $L_{\text{th}}$ is the latency threshold predetermined by the system, and constraint $C_1$ ensures that the system latency should not exceed the threshold. Criterion III can be used in the energy-sensitive scenarios, such as the IoT networks where the nodes have limited energy.

Note that the above three criteria can be applicable to different application scenarios with different requirements on the system.
performance. Specifically, for the application scenarios such as smart home, electric autopilot and UAV networks, criterion I tends to be used, since both the metrics of latency and energy consumption are important. On the other hand, for the application scenarios such as video transmission and navigation, the latency plays a much more important role in the system performance, and we should use criterion II to design the MEC system. In further, for the application scenarios such as energy-aware IoT networks, criterion III should be used for the system design. Overall, this paper provides a flexible choice for the system design and optimization of the MEC networks.

IV. FL BASED DISTRIBUTED OPTIMIZATION

In this part, we propose a FL based distributed optimization scheme, which aims to minimize the system cost by adjusting the offloading ratio, bandwidth allocation ratio and computational capability ratio. Specifically, we will firstly formulate the task offloading and resource allocation into a Markov decision process (MDP) problem, and then design the state and action spaces in the DQN. In further, we employ the FL framework to solve the optimization problems in (20)-(22) in a distributed way, which can help reduce the communication overhead and protect the data privacy. The details of the FL based distributed optimization is given as follows.

A. Markov Decision Process

Since the characteristics of computational tasks and the wireless channels from the users to the CAPs are time-varying, we use the MDP to characterize the tasks offloading and resource allocation problem. In particular, the MDP can be characterized by a three-tuple \( \{ S, A, R \} \), where \( S \) is the state space, \( A \) is the action space, and \( R \) is the reward function. The MDP model is elaborated in detail as follows.

1) State Space: Let \( S_m(t) = \{ C(t), B(t), F(t) \} \) denote the state space of the user \( SD_m \) at time slot \( t \) (\( t = 1, 2, \ldots, T_{max} \)), where \( T_{max} \) is the maximum time slot. The state space \( S_m(t) \) is expanded as,

\[
S_m(t) = \begin{cases} 
C(t) = \{ \alpha_{m,0}(t), \alpha_{m,1}(t), \ldots, \alpha_{m,K}(t) \}, \\
B(t) = \{ \beta_{m,1}(t), \beta_{m,2}(t), \ldots, \beta_{m,K}(t) \}, \\
F(t) = \{ \gamma_{m,1}(t), \gamma_{m,2}(t), \ldots, \gamma_{m,K}(t) \},
\end{cases}
\]

(23)

where \( \alpha_{m,0}(t) \) denotes the local computational ratio of the user \( SD_m \) at time slot \( t \), \( \alpha_{m,k}(t) \) is the task offloading ratio from \( SD_m \) to \( CAP_k \) at time slot \( t \), and \( \beta_{m,k}(t) \) and \( \gamma_{m,k}(t) \) represent the expected bandwidth and computational capability allocation ratio from \( CAP_k \) to \( SD_m \), respectively.

2) Action Space: A discrete vector \( A_m(t) \) is used to denote the action space of the user \( SD_m \) at time slot \( t \), and we use the index of the action space \( A_m(t) \) to denote the action command. In general, the state space will change after performing an action, and the action can update only one element of the state space once. The action space \( A_m(t) \) is expressed by,

\[
A_m(t) = \{ a_{m,j}(t) \mid 0 \leq j \leq 6K + 1 \},
\]

(24)

\[
a_{m,j}(t) = \begin{cases} 
\xi, & \text{if } j \% 2 = 0, \\
-\xi, & \text{if } j \% 2 = 1,
\end{cases}
\]

(25)

where \( j \) is the index of \( A_m(t) \) and \( \xi \) denotes the step size. According to the range of \( j \), we can update the offloading ratio, expected bandwidth and computational capability allocation ratio. Specifically, when \( 0 \leq j \leq 2K + 1 \) holds, the task offloading ratio is updated, which can be expressed as,

\[
\alpha_{m,v}(t) = \alpha_{m,v}(t-1) + a_{m,j}(t-1),
\]

(26)

where \( v = [0, 1, 2, \ldots, K] \) indicates the local user or the CAPs. When \( 2K + 2 \leq j \leq 4K + 1 \) holds, the expected bandwidth allocation ratio is updated as,

\[
\beta_{m,k}(t) = \beta_{m,k}(t-1) + a_{m,j}(t-1).
\]

(27)

When \( 4K + 2 \leq j \leq 6K + 1 \) holds, the expected computational capability allocation ratio is updated as,

\[
\gamma_{m,k}(t) = \gamma_{m,k}(t-1) + a_{m,j}(t-1).
\]

(28)

After defining the action command, we then describe the way these actions execute. In general, we expect that the agent can not only exploit the prior experience, but also explore some unknown state actions. Therefore, we use the \( \epsilon \)-greedy algorithm to explore the action \( A_m(t) \). In particular, when the probability is \( \epsilon \), the action is selected randomly; while when the probability is \( 1 - \epsilon \), the action with the maximum Q function is selected. The action selection is modeled by,

\[
A_m(t) = \begin{cases} 
\text{random}, & \text{if } \epsilon > 0, \\
\arg \max_{A_m} Q_m(S_m(t), A_m(t); \omega_m), & \text{if } 1 - \epsilon > 0, \\
\epsilon, & \text{otherwise},
\end{cases}
\]

(29)

where \( 0 \leq \epsilon \leq 1 \). After selecting the action \( A_m(t) \), the state \( S_m(t) \) is changed accordingly.

3) Reward Function: After the state space is updated, we compare the cost of the user \( SD_m \) at the current time slot with that at the previous time slot, in order to obtain a reward function for the agent \( SD_m \). In particular, when the cost of the user \( SD_m \) at time slot \( t - 1 \) is equal to that at the current time slot \( t \), the agent \( SD_m \) gets a zero feedback. When the cost of \( SD_m \) at the current moment is lower than that at the previous time slot, the agent \( SD_m \) gets a positive feedback. Otherwise, the agent \( SD_m \) gets a negative feedback.

When the system chooses criterion I as the optimization objective, the reward function of the user \( SD_m \) is given by,

\[
R_{m}(t) = \begin{cases} 
0, & \text{if } \Phi_1(t) = \Phi_1(t-1), \\
1, & \text{if } \Phi_1(t) < \Phi_1(t-1), \\
-1, & \text{if } \Phi_1(t) > \Phi_1(t-1),
\end{cases}
\]

(30)

where \( \Phi_1(t) \) is the cost of the user \( SD_m \) under criterion I at time slot \( t \), while \( \Phi_1(t-1) \) is the cost at time slot \( t - 1 \).

Similarly, when the system chooses criterion II as the optimization objective, the reward function of the user \( SD_m \) is,

\[
R_{m}^{II}(t) = \begin{cases} 
0, & \text{if } \Phi_{II}(t) = \Phi_{II}(t-1), \\
1, & \text{if } \Phi_{II}(t) < \Phi_{II}(t-1), \\
-1, & \text{if } \Phi_{II}(t) > \Phi_{II}(t-1),
\end{cases}
\]

(31)

where \( \Phi_{II}(t) \) is the cost of the user \( SD_m \) under criterion II at time slot \( t \), while \( \Phi_{II}(t-1) \) is the cost at time slot \( t - 1 \).
When the system chooses criterion III as the optimization objective, the reward function of the user $SD_m$ is expressed as,

$$R_{III}(t) = \begin{cases} 0, & \text{if } \Phi_{III}(t) = \Phi_{III}(t-1), \\ 1, & \text{if } \Phi_{III}(t) < \Phi_{III}(t-1), \\ -1, & \text{if } \Phi_{III}(t) > \Phi_{III}(t-1), \end{cases} \quad (32)$$

where $\Phi_{III}(t)$ is the cost of the user $SD_m$ under criterion III at time slot $t$, while $\Phi_{III}(t-1)$ is the cost at time slot $t-1$.

### B. Local Training

Since the state space and the action space in a dynamic system are enormous and complicated, most of reinforcement algorithms such as Q-learning cannot work well. Therefore, we turn to employ DQN-based algorithm to train the local models. Different from Q-learning, DQN uses a DNN to approximate the Q function and leverages an experience relay to break the correlation between the data. Fig. 2 depicts the structure of the DQN used in this paper, where the user $SD_m$ puts the current state and observation from experience pool into evaluation network, and then obtains the action-state value $Q_m(S_m(t), A_m(t); \omega_m)$, in which $\omega_m$ denotes the weighted parameter in the evaluation network. Specifically, the loss function is the difference between the action-state value in the evaluation network and the next state value in the target network, which is given by,

$$\hat{L}_m(t) = (Y_m(t) - Q_m(S_m(t), A_m(t); \omega_m))^2, \quad (33)$$

where $Y_m(t)$ is the target value function, represented as,

$$Y_m(t) = R_m(t) + \delta \arg \max_{A_m(t+1)} Q_m(S_m(t+1), A_m(t+1); \omega_m), \quad (34)$$

in which $\delta$ is a discount factor and $\omega_m$ denotes the weighted parameter in the target network. Note that the target network has the same structure and initial weights as the evaluation network. However, the evaluation network is updated at each iteration, while the target network is updated every $c$ steps. In particular, the update process of the evaluation network of $SD_m$ is,

$$\omega_m(t+1) = \omega_m(t) - \eta \frac{\partial \hat{L}_m(t)}{\partial \omega_m(t)}, \quad (35)$$

where $\eta$ is the learning rate of the users.

### C. Model Aggregation and Model Distribution

After elaborating the process that each user finds its own allocation strategy through DQN, we further describe how the users cooperate in the FL framework to optimize the whole system performance. Fig. 3 shows the process of the FL framework, which consists of several key steps: local training, model upload, model aggregation and model distribution. Specifically, the users firstly initialize and train their own DQN models locally for $\rho$ rounds, and then upload their own model parameters to a central node which is responsible for aggregation. According to the federated average algorithm, the model aggregation at time slot $i\rho$ is expressed as,

$$\omega(i\rho+1) = \frac{1}{M} \sum_{m=1}^{M} \omega_m(i\rho), \quad (36)$$
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where $i$ ($i = 1, 2, \ldots, i_{\text{max}}$) represents the number of the aggregation, and $\omega(i \varrho + 1)$ denotes the global model parameter of the evaluation network at time slot $i \varrho + 1$. Afterwards, the central node distributes the global model parameter to all users. The model distribution from the central node to the users can be formulated as,

$$\omega_m(t \varrho + 1) = \omega(t \varrho + 1).$$

(37)

After the users participating into the FL have updated their local model parameters of the evaluation network, one iteration of the FL process is completed. This iterative process repeats until the system performance becomes convergent. The whole procedure of the FL based distribution resource allocation is summarized in Algorithm 1.

V. SIMULATION RESULTS

In this section, we perform some simulations to evaluate the performance of the proposed schemes. The channels in the network follow Rayleigh flat fading [34], [35], and the average channel gains of the links from the users to the UA V, primary user and CAPs are set to 0.01, 1 and 1, respectively. The variance of the AWGN at the UA V and CAPs is set to 0.1. Without loss of generality, the wireless bandwidth of CAP $k$ is set to $(50 + k)$ MHz, and the computational capability of CAP $k$ is set to $(8 + 0.1 k) \times 10^6 \text{cycles/s}$, where $k$ varies in $\{1, \ldots, K\}$. The local computational capability of the user SD $m$ is $(5 + 0.1 m) \times 10^6 \text{cycles/s}$, where $m$ varies in $\{1, \ldots, M\}$. In further, the task size of the user $\text{SD}_m$ is uniformly distributed in the range of $[10 + 5 m, 10 + 5(m + 1)]$ MB, and we assume that the priority of the last user is 3, while that of the other users is set to 1. Considering the requirements from the application scenarios in criterion II and criterion III, we set the latency threshold $L_{\text{th}}$ and the energy consumption $E_{\text{th}}$ to 10 and 20, respectively, when $M = 5$ and $K = 2$.

Fig. 4 depicts the convergence of the proposed method under criterion I versus the epoch, where the number of users varies in $\{5, 6, 8\}$, the number of CAPs is 2, $\lambda$ is 0.5, and the number of epochs varies from 1 to 20. As observed from Fig. 4, we can find that for various numbers of users, the weighted cost declines along with the increasing number of epochs. In particular, the cost with 5 users declines roughly from 10 to 4 and it converges at epoch 2, the cost with 6 users declines roughly from 18 to 6 and it converges at epoch 7, and the cost with 8 users declines roughly from 32 to 11 and it converges at epoch 9. Moreover, the weighted cost with $M = 6$ fluctuates at epoch 5 and 6, as the system may perform a bad exploration in some poor channels. In further, we can see that the weighted cost increases along with a larger $M$, since more users increase the burden on the communication and computation and result in a larger cost. Therefore, Fig. 4 verifies that the proposed method can help reduce the system cost effectively for various numbers of users under criterion I.

Fig. 5 depicts the convergence of the proposed method under criterion II versus the epoch, where the number of users varies in $\{5, 6, 8\}$, the number of CAPs is 2, and the number of epochs varies from 1 to 20. As observed from Fig. 4, we can find that for various numbers of users, the latency declines along with the increasing number of epochs. In particular, the latency with 5 users declines roughly from 5.5 to 1.3 and it converges at epoch 6, the latency with 6 users declines roughly from 7.3 to 2.5 and it converges at epoch 6, and the latency with 8 users declines roughly from 7.3 to 2.5 and it converges at epoch 17. Moreover, the latency with $M = 8$ fluctuates at epoch 10 and 15, as the system may perform a bad exploration in some poor channels. In further, we can see that the latency increases along with a larger $M$, since more users increase the burden on the communication and computation and result in a larger latency. Therefore, Fig. 5 verifies that the proposed method can help reduce the system latency effectively for various numbers of users under criterion II.
Fig. 5. Convergence of the proposed method under with $K = 2$: Criterion II.

Fig. 6. Convergence of the proposed method with $K = 2$: Criterion III.

Fig. 7. Weighted cost of criterion I versus $\lambda$ with $K = 2$.

Fig. 8. Performance comparison of the three criteria in terms of system cost, where the number of users varies from 5 to 10, the number of CAPs is 2 or 4, and $\lambda = 0.5$. Specifically, Fig. 8(a), 8(b) and 8(c) correspond to criterion I, II and III, respectively. For comparison, we also plot the system cost of “All-Local” which computes all tasks at local, and “All-MEC” which computes all tasks at the CAPs. As observed from these three figures, we can find that the system cost of the three criteria increases along with a larger $M$, as more users will cause more burden on the communication and computation, which leads to a higher system cost. Moreover, the system cost in these figures decreases with a larger $K$, as more CAPs can help reduce the burden on the communication and computation, which leads to a lower system cost. In further, the proposed method outperforms the conventional “All-Local” and “All-MEC” methods under the three criteria. For example, when $K = 2$, the system cost of “All-Local” in Fig. 8(a) roughly increases from 40 to 109, and that of “All-MEC” roughly increases from 9 to 21. In contrast, the system cost of the proposed method slightly increases from 4 to 19. Therefore, the results in these figures verify the effectiveness of the proposed method for the considered system furthermore.

To show the effect of task priority on the bandwidth allocation under the three criteria, Fig. 9(a) and 9(b) are presented to show the allocated bandwidth of each user from the CAPs, where
$M = 5$, $K = 2$, $\lambda = 0.5$, and the task priority of the five users is \{1, 1, 1, 1, 3\}. As observed from Fig. 9(a), we can find that for the three criteria, the bandwidth allocated from CAP$_1$ to the user SD$_3$ roughly reaches 15.7 MHz, 17.1 MHz and 17.7 MHz under the three criteria, respectively, while that from CAP$_1$ to other users does not exceed 10.7 MHz. Moreover, the bandwidth allocated to SD$_3$ is lower than SD$_{2-4}$, due to the wireless link from SD$_3$ to CAP$_1$ is better than those from the other users to CAP$_1$. Similarly, as observed from Fig. 9(b), we can see that for the three criteria, the bandwidth allocated from CAP$_2$ to the user SD$_5$ roughly reaches 20.3 MHz, 19.5 MHz and 21.1 MHz, respectively, while that from CAP$_2$ to other users does not exceed 10.2 MHz. Therefore, Fig. 9 validates the effectiveness of the proposed priority based bandwidth allocation policy.

To show the impact of task priority on the computational capability allocation under the three criteria, Fig. 10(a) and 10(b) are demonstrated to show the allocated computational capability of each user from the CAPs, where $M = 5$, $K = 2$, $\lambda = 0.5$, and the task priority of the five users is \{1, 1, 1, 1, 3\}. As observed from Fig. 10(a), we can find that for the three criteria, the computational capability allocated from CAP$_1$ to the user SD$_3$ roughly reaches $3.4 \times 10^6$ cycles/s, $4.3 \times 10^6$ cycles/s and $3.5 \times 10^6$ cycles/s, respectively, while that allocated from CAP$_1$ to other users does not exceed $1.6 \times 10^6$ cycles/s. Similarly, as observed from Fig. 10(b), we can see that for the
three criteria, the bandwidth allocated from CAP$_2$ to the user SD$_5$ roughly reaches $3.5 \times 10^6$ cycles/s, $3.7 \times 10^6$ cycles/s and $3.6 \times 10^6$ cycles/s, respectively, while that from CAP$_2$ to other users does not exceed $1.6 \times 10^6$ cycles/s. Therefore, Fig. 10 verifies the effectiveness of the proposed priority based computational capability allocation policy. Fig. 11 compares the allocated bandwidth and computational capability from CAP$_1$ to the user SD$_5$ with equal and non-equal priorities under the three criteria, where $M = 5$, $K = 2$, and $\lambda = 0.5$. The equal task priority of the users is $\{1, 1, 1, 1\}$, while the non-equal priority of the users is set to $\{1, 1, 1, 3\}$. As observed from Fig. 11(a), we can find that for the three criteria, the bandwidth allocated from CAP$_1$ to SD$_5$ with a higher priority roughly reaches 15.7 MHz, 17.1 MHz and 17.7 MHz, respectively, while that allocated from CAP$_1$ to SD$_5$ with an equal task priority is about 11.3 MHz, 9.1 MHz and 8.7 MHz, respectively. By comparing the allocated bandwidth of SD$_5$ with equal and non-equal priorities under three criteria, we can find that SD$_5$ with a higher priority can be allocated more bandwidth than SD$_5$ with an equal priority. Similarly, as observed from Fig. 11(b), we can see that for the three criteria, the computational capability allocated from CAP$_1$ to SD$_5$ with a higher priority roughly reaches $3.4 \times 10^6$ cycles/s, $4.3 \times 10^6$ cycles/s and $3.5 \times 10^6$ cycles/s, respectively, while that allocated from CAP$_1$ to SD$_5$ with an equal priority is about $1.6 \times 10^6$ cycles/s, $1.5 \times 10^6$ cycles/s and $1.6 \times 10^6$ cycles/s, respectively. In further, the computational capability allocated from CAP$_2$ to SD$_5$ with a higher priority roughly reaches $3.5 \times 10^6$ cycles/s, $3.7 \times 10^6$ cycles/s and $3.6 \times 10^6$ cycles/s, respectively, while that allocated from CAP$_2$ to SD$_5$ with an equal priority is about $1.7 \times 10^6$ cycles/s, $1.3 \times 10^6$ cycles/s and $1.6 \times 10^6$ cycles/s, respectively. By comparing the allocated computational capability of SD$_5$ with equal and non-equal priorities under three criteria, we can find that SD$_5$ with non-equal priority can be allocated more computational capability than SD$_5$ with equal priority. Therefore, Fig. 11 further
validates that the proposed allocation strategy can dynamically allocate the bandwidth and computational capability according to the task priority.

### VI. CONCLUSION

In this work, we studied the FL framework for the system design of a multiuser MEC system, where multiple users had some computational tasks of different priorities, to be computed by multiple CAPs. We considered a cognitive eavesdropping environment where the users could use the wireless spectrum as long as the interference to the primary user was tolerated, and an eavesdropper in the network could overhear the confidential message from the users. For the considered system, we firstly presented three optimization criteria and then solved the optimization problem in a distributed machine learning way through optimizing the offloading ratio as well as the allocation of bandwidth and computational capability, by taking into account the task priority among users. In particular, a FL optimization framework was used, and each user employed DRL to solve the optimization. Simulation results were finally demonstrated to show that the proposed method can effectively reduce the system cost in terms of latency and energy consumption, and meanwhile ensure that more bandwidth and computational capability are allocated to the user with a higher task priority.

Regarding future works extending from this paper, we will take into account some discrepancy in the fairness among users, due to the parameters such as the channel condition, task size and computational capability. We can alleviate the unfair issue by some methods such as imposing some different weights on the SDs’ latency and energy consumption. Moreover, as most of mobile devices are powered by a limited battery, it is hard to keep all mobile devices online. Therefore, how to provide an efficient and flexible energy supply to the mobile devices becomes a critical issue in the MEC networks. Motivated by this, we tend to exploit the energy harvesting model to solve the above issue in the future.
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