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Abstract—Since the unmanned aerial vehicle (UAV) network
and intelligent reflecting surface (IRS) technology can flexibly
change wireless network links signal, the UAV-IRS network
system is a potential solution to increase the communication
performance gain. Motivated by the practicality of UAV-IRS
networks, a non-orthogonal multiple access (NOMA) heteroge-
neous UAV communication system with simultaneous wireless
information and power transfer (SWIPT) is considered, which
consists of multiple UAV base stations (UBSs), a macro base
station (MBS), and multiple IRSs for auxiliary communications.
This paper pursues a goal to receive the system energy efficiency
(EE) maximization by resource allocation and reflecting design of
IRSs. Due to the strong coupling among multiple parameters in
the original problem, this complex non-convex problem is decom-
posed into three stages. In the first stage, this paper decouples the
problem into two subproblems of NOMA subchannel assignment
and SIC decoding order to find the optimal solution separately.
For the second stage, under the constraints of UAV’s maximum
transmit power, users’ quality of service (QoS) requirements,
user energy harvesting threshold and cross-layer interference
constraints, a beamforming design based on Lagrangian duality is
exploited. For the third stage, the power splitting (PS) factors and
the reflecting phases of the IRS are jointly optimized using the
penalty-SDR algorithm to approximate the suboptimal solution.
Finally, the simulation curves exhibit the validity and excellent
performance of the co-design scheme in improving the system
EE.

Index Terms—UAV, IRS, SWIPT, reflecting design, energy
efficiency, subchannel assignment, SIC decoding, beamforming
design.

I. INTRODUCTION

UAV and IRS technology have emerged as a hotspot due
to the flexible on-demand control and reconfigurable con-
figuration of wireless communication environment [1] [2].
Compared with ground communication, UAV has a higher op-
portunity of establishing Line-of-Sight (LoS) communication
link of air-ground, so it has an excellent wireless channel [3]
[4]. IRS can assist in establishing a virtual communication
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link, with the potential to enhance the desired signal or
restraining interference [5]. The combination of IRS and UAV
has many advantages. Deploying IRS to reconfigure the UAV
communication propagation environment can significantly im-
prove the coverage and performance of air-ground networks
[6]. In addition, in order to solve the possible link blockage
of air-ground channels, applying IRS to the UAV-assisted air-
ground network can obtain an outstanding communication
environment and improve the communication quality of target
users [1] [6].

A. Related Works and Motivation

Exploiting a mass of inexpensive passive reflecting units,
IRS can change the amplitude and phase of incident signal,
which has a bright prospect of reconfiguring the wireless
environment and improving network performance [7] [8].
Compared to active relays that assist communication through
signal regeneration and retransmission, IRSs only passively
reflect received signals, do not require any transmit radio
frequency chain [9] [10]. Thus researches on IRS phase design
have attracted tremendous attentions. For instance, in paper
[11], the authors proposed a novel IRS-assisted coordinated
multipoint system, which maximized the EE by jointly opti-
mizing user association, subcarrier distribution, BS clustering,
power control and IRS optimization design. The authors of
[12] investigated an IRS-empowered multiple-input single-
output (MISO) independent interference cooperative model.
Maximizing EE was achieved by co-designing transmit and
interferer beamforming matrices, IRS phase-shift matrices
with ideal and incomplete channel state information (CSI).
The authors of [13] proposed resource allocation involving
distributed IRS. Under the premise of meeting the minimum
rate requirement, unit modulus constraints and maximum
transmit power, the IRS switching state, phase shift and
transmit beamforming are jointly designed to maximize EE. In
paper [14], the authors established an IRS-assisted multi-user
MIMO uplink transmission network model that adopted only
part of the channel information, including the instantaneous
state information between IRS and the BS, and statistical state
information between users and IRS. A joint design method
based on user transmit covariance matrix and IRS phase matrix
was adopted to maximize global EE of the system. The authors
of [15] investigated a design for IRS deployment and passive
beamforming with NOMA, and employed deep reinforcement
learning to solve the problem.

Since the signal of the ground network link is interfered
by obstacles now and then, the flexible deployment of UAV
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as an air base station has attracted remarkable attention [16].
The complementary advantages of IRS and UAV can bring
noteworthy performance gains to wireless networks, which has
aroused great enthusiasm among researchers [17] [18]. For
example, sum-rate of the considered network was maximized
by jointly designing transmit power, the reflecting matrix of
the IRS, the 3D placement, the decoding design of NOMA
[19]. On the premise of satisfying the minimum initial rate
requirement, the joint optimization of IRS scheduling, IRS
reflecting matrix and UAV trajectory was considered. The
paper in [20] adopted relaxation algorithm and penalty method
to investigate weighted sum bit error rate and fair bit error
rate minimization, respectively. In paper [21], the authors
formulated the joint design of IRS scheduling, UAV trajectory
and resource management as a non-convex problem that max-
imized sum-rate while considering each user’s heterogeneous
QoS requirements. In [22], considering the continuous roam-
ing of users, the use of NOMA techniques further improved
the spectral efficiency. The energy consumption minimization
problem was modeled by codesigning the motion of UAVs, the
IRS phase design, the decoding order, and the power control
strategy. Finally, the authors solved this problem using deep
reinforcement learning algorithm.

In the age of information explosion, energy shortage is a sig-
nificant and challenging problem, especially in dense hetero-
geneous networks consisting of multiple access points and de-
vices [23]. To tackle this problem, researchers propose SWIPT
technology, which uses radio frequency signals to synchronize
information and energy transmission. SWIPT technology is
the momentous technology to attain high EE transmission of
ultra-dense network information with limited energy [24]. At
present, researches on network EE based on SWIPT have
received wide attention from researchers. In paper [25], the
authors maximize the EE of NOMA heterogeneous networks
by optimizing power control and subchannel allocation based
on energy harvesting links and user QoS. The authors of
paper [26] studied the problem of EE resource management
in cell-free systems with layered multiplexing. With the aid of
IRSs, paper [27] minimizes transmit power in SWIPT systems
by designing transmit precoding and IRS reflecting design.
The authors in [28] investigated the power allocation and
subchannel assignment problems considering cross-layer/co-
layer interference suppression, energy harvesting, and incom-
plete CSI. By introducing a time-varying interference pricing
method, the power control problem in heterogeneous networks
was established as a non-cooperative game. In paper [29],
a joint design problem based on secrecy EE with imperfect
CSI and nonlinear energy harvesting models was adopted, the
authors jointly optimized the beamforming vectors, dual-layer
PS ratios and artificial noise matrixs to achieve a remarkable
secrecy EE gain.

However, although introducing UAVs into the IRS network
has improved the LoS propagation of signals, it has also
introduced significant power consumption from UAVs. In
addition, the power loss brought by the large-scale deploy-
ment of IRS components is equally significant and cannot
be ignored. To ensure high energy efficiency gains in IRS-
UAV networks, harvesting energy from ambient RF signals is

a candidate solution. By applying SWIPT, users can obtain
information and energy at the same time. Therefore, SWIPT-
based energy efficiency research for IRS-UAV heterogeneous
networks is a very promising research direction, which can
greatly facilitate the deployment of energy-limited user de-
vices. There have been many studies on the EE research
of IRS-assisted communications and throughput research of
IRS-UAV in the aforementioned research. However, the study
of energy efficiency in SWIPT-based IRS-UAV multi-layer
heterogeneous cell downlink NOMA systems is just in its
infancy, especially when cross-layer interference constraints,
user nonlinear energy harvesting threshold constraints, QoS
constraints, and discrete phase constraints are considered at the
same time. Notably, this is the first attempt to use SWIPT to
focus on EE optimization in IRS-assisted UAV heterogeneous
network downlink NOMA systems. Due to the introduction
of the PS-SWIPT nonlinear energy harvesting model, the
PS factor will be strongly coupled with the SIC decoding
factor, transmit beam, and IRS phase shift of the IRS-UAV
downlink NOMA system under the objective function and
multiple constraints, and this combined optimization problem
is generally nonconvex and computationally difficult to solve,
and the derivation of its optimization solution remains a
challenging task. In this paper, the subchannel assignment, SIC
decoding order, beamforming design, power splitting factor
and IRS phase shift in the SWIPT-based IRS-UAV network
are optimized with the objective of maximizing the system
EE by considering cross-layer transmission interference, user
energy harvesting threshold constraints, user QoS restrictions
and discrete phase constraints.

B. Contributions

The contributions are enumerated as follows:
• First of all, this paper proposes a NOMA heterogeneous

multiple IRS-UAV network system with SWIPT, which
includes a MBS, multiple UBSs, and multiple IRSs for es-
tablishing virtual communication links to jointly provide
communication services for users. Since the available
energy of UAV is limited, we consider utilizing the energy
harvested from the environment. Based on UAV transmit
power, user QoS, cross-layer interference, user energy
harvesting threshold, user decoding rules and IRS discrete
phase constraints, a co-design optimization of subchannel
assignment, SIC decoding order, beamforming design, PS
factor and IRSs reflecting phase design to maximize the
EE is proposed.

• Secondly, the proposed problem is a mixed integer non-
linear programming (MINLP) problem with strong cou-
pling between the parameters, which is not easy to solve
directly. Therefore, the proposed joint design problem is
converted to three stages. In the first stage, a bilateral
selection algorithm is proposed to achieve better channel
gains. This is the first attempt to apply this algorithm to
the IRS-UAV network optimization problem. In order to
discuss the effect of IRS on the decoding order of SIC in
NOMA, the decoding order of SIC is optimized using the
penalty factor method. Then, In the second stage, under
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the rigid limitation of the maximum UAV transmit power,
user QoS requirements, cross-layer interference, and user
energy harvesting threshold, a closed solution is sought
by invoking the Lagrangian Dual method. In the third
stage, with the solved subchannel assignment, SIC decod-
ing order and beamforming design, the EE optimization
problem on user QoS, user energy harvesting threshold
constraints, discrete phase constraints is formulated as a
innovative form only concerned with PS factor and the
phase shift of IRSs. The penalty-SDR algorithm is used
to handle the binary concave function including the PS
factor and the phase shift, in order to approximate the
original suboptimal solution.

• At last, various simulations curves unveil the attractive
performance with fewer iterations, fast convergence of
the proposed joint scheme. By comparing with existing
schemes, the proposed scheme can notably elevate the
EE of system and certify the superiority. Besides, the
deployment of IRSs makes a noticeable impact on raising
communication signal. The reflecting phase design and
units numbers of IRSs can vastly contribute to the im-
provement of EE. In addition, the use of high resolution
IRS discrete elements will not lead to an increase in EE
gain, but will cause a decrease in EE. This is because high
resolution IRS elements can cause significant changes
in power consumption, especially when a large number
of IRS elements are introduced. The algorithm proposed
in this paper performs better in multi-cell and multi-
user high-density areas, which is also more suitable for
practical application scenarios.

C. Organization and Notations

The rest of this paper is arranged as below. Section II
constructs the system model and the transformation of the co-
design optimization problem. In Section III, efficient schemes
are adopted to solve the three stages respectively. Section IV
conducts comprehensive simulation experiments and compares
existing algorithms to certify the superiority of this scheme.
Finally, Section V makes the conclusion elaboration.

Notation: aH is the conjugate transpose of vector a. ‖a‖
denotes the Euclidean norm. Y�0 represents Y as a positive
semi-definite matrix. rank(·) and trace(·) are the rank and
trace of matrix, respectively. (·)t is the result of the parameter
in the t-th iteration, where (·)∗ represents the optimal solution
for the parameter.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

Fig. 1 exhibits a downlink NOMA communication model in
a heterogeneous IRS-UAV networks with SWIPT. The system
considers a MBS and K hovering UAVs as air base stations,
in which will serve multiple users together. It’s assumed that
each user equipment (UE) is equipped with hardware capable
of transmitting information and energy simultaneously. The
k-th UAV base station denotes UBS(k). The number of UE
in the k-th cell is shown as Mk, k ∈ K, and the i-th UE
of the corresponding k-th UAV cell is expressed as UE(k, i).

Fig. 1. IRS-UAV downlink communication system with SWIPT.

The system bandwidth is evenly divided into C subchannels,
which the subchannel bandwidth is Bsc = BW/C, BW is
the total bandwidth. It is assumed that each UAV cell contains
an IRS to enhance the QoS of the user in the cell, that is,
the number of IRSs is consistent with UAVs, which can be
denoted by IRS(`). The location coordinates of the UBS(k),
IRS(`) and UE(k, i) are qk = [xUAVk , yUAVk , hUAVk ]T , I` =
[xIRS` , yIRS` , hIRS` ]T , uk,i = [xUEk,i , y

UE
k,i ]T respectively.

Θ` represents the reflecting phase matrix of IRS(`) , Θ` =
diag(θ`1, · · · , θ`m, · · · , θ`M ), Θ` ∈ CM×M , θ`m = ejϕ

`
m , θ`m

represents the coefficient of the m-th element above IRS(`),
M denotes the quantity of reflecting elements on each IRS.
ϕ`m represents the phase of the m-th unit on IRS(`). Let Θ =
[Θ1, ...,Θ`, ...,ΘL]

T represents the set of phase shift matrices
about all IRSs, ` ∈ L, L is the total number of IRS. It is
assumed that the reflecting unit of the IRS has infinite phase
resolution and can generate any desired phase value, so that the
continuous phase shift is FC = {θ`m = ejϕ

`
m

∣∣ϕ`m ∈ [0, 2π)}.
In practice, the phase configuration is chosen from a finite
number of discrete values [30]. Denote the discrete phase shift
set by FD = {θ`m = ejϕ

`
m |ϕ`m ∈

{
2πi
2Bit

}2Bit−1

i=0
.t}, where Bit

is the phase resolution of the IRS element.
Considering LoS and non-line-of-sight (NLoS) communica-

tions, the channel gain of the link UBS(k) between UE(k, i)
on subchannel c can be expressed as follows

dk,i,c=

√
ρ0

‖qk − uk,i‖αdl

(√
κdl

κdl + 1
dk,i,c+

√
1

κdl + 1
dk,i,c

)
(1)

where ρ0 represents the path loss when the reference distance
is 1 m, κdl is Rician factor of direct link, αdl represents
the path loss index of direct link. dk,i,c = 1 represents the
deterministic LOS link component, dk,i,c is random Rayleigh
distribution NLoS components.

Similarly, the channel gain of the link IRS(`) between
UE(k, i) on subchannel c can be expressed

r`k,i,c=

√
ρ0

‖I` − uk,i‖αrl
(√

κrl
κrl + 1

r`k,i,c+

√
1

κrl + 1
r
`
k,i,c

)
(2)
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r`k,i,c=
[
1,e−j

2π%
λ cosφ`k,i , ..., e−j

2π(M−1)%
λ cosφ`k,i

]T
(3)

where % represents the IRS unit spacing, λ denotes the carrier
wavelength. Note that when the condition of % ≥ λ

2 is satisfied,
we can assume that the spatial correlation between IRS units
is negligible. κrl is Rician factor of IRS-UE link, αrl denotes
the path loss index of IRS-UE link. r`k,i,c ∈ CM×1 denotes
the deterministic LoS link component of IRS(`)-UE(k, i).
r
`
k,i,c ∈ CM×1 is random Rayleigh distribution NLoS compo-

nents. cosφ`k,i =
uxk,i−Ix`
‖uk,i−I`‖ represents the cosine of the angle

of departure (AoD) from the IRS(`)-to-UE(k, i).
Besides, the channel gain of UBS(k)-IRS(`) link on sub-

channel c is given by

G`
k,c=

√
ρ0

‖qk − I`‖2
G
`

k,c (4)

G
`

k,c =
[
1,e−j

2π%
λ cosψ`k , ..., e−j

2π(M−1)%
λ cosψ`k

]T
(5)

where cosψ`k =
Ix`−qxk
‖I`−qk‖ is the cosine of the angle of arrival

(AoA) from the UBS(k)-to-IRS(`), G`
k,c ∈ CM×1, G

`

k,c ∈
CM×1.

Considering the UE’s intra-cell and inter-cell interference,
the signal received by the i-th UE on subchannel c of UBS(k)
by IRS(`) is

y`k,i,c=
(
dHk,i,c +

(
r`k,i,c

)H
Θ`G

`
k,c

)
m`
k,i,cw

`
k,i,cs

`
k,i,c︸ ︷︷ ︸

desiredsignal

+z`k,i,c

+
(
dHk,i,c +

(
r`k,i,c

)H
Θ`G

`
k,c

) Mk∑
j=1,j 6=i

m`
k,j,cw

`
k,j,cs

`
k,j,c︸ ︷︷ ︸

intral−cellinterference

+

K+1∑
b=1,b 6=k

(
dHk,i,c +

(
r`k,i,c

)H
Θ`G

`
k,c

) Mb∑
v=1

m`
b,v,cw

`
b,v,cs

`
b,v,c︸ ︷︷ ︸

inter−cellinterference
(6)

where k, b ∈ K, i, j ∈ Mk. mk,i,c is subchannel assign-
ment coefficient, if UE(k, i) is assigned to subchannel c,
then mk,i,c=1, otherwise, mk,i,c=0. z`k,i,c ∼ CN (0, (σ`k,i,c)

2
z),

w`k,i,c is the corresponding transmit beamforming of UE(k, i)
on subchannnel c by IRS(`).

In addition, each UE is equipped with a receiver architecture
based on power splitting (PS), which divides the received
signal power into an information decoding (ID) module and an
energy harvesting (EH) module [24]. The signal received by
each UE is divided into two parts, in which ε`k,i,c is used for
ID, and the remaining part 1−ε`k,i,c is used for EH. Thus, the
received signals of the ID and EH modules are (y`k,i,c)

ID =√
ε`k,i,cy

`
k,i,c + n`k,i,c and (y`k,i,c)

EH =
√

1− ε`k,i,cy`k,i,c,
respectively, where n`k,i,c ∼ CN (0, (σ`k,i,c)

2
n).

To simulate the actual characteristics of the user energy
harvester, a practical non-linear energy harvesting model is
considered as follows

Π`
k,i,c =

Ω`k,i,c

1+e
−u`

k,i,c(Ξ`
k,i,c

−v`
k,i,c)

− Ω`k,i,c

1+e
u`
k,i,c

v`
k,i,c

1− 1

1+e
u`
k,i,c

v`
k,i,c

(7)

where Ω`k,i,c indicates the maximum collected power of
UE(k, i) on subchannnel c by IRS(`) when energy harvesting
reaches saturation. u`k,i,c and v`k,i,c take into account circuit
limitations and current leakage. u`k,i,c indicates the charging
rate with respect to the input RF power and v`k,i,c relates to
the sensitivity. Ω`k,i,c, u

`
k,i,c and v`k,i,c can be determined by a

curve fitting tool based on the measured data. In addition, the
receives power Ξ`k,i,c of UE(k, i) on subchannnel c by IRS(`)
is

Ξ`k,i,c =
(

1− ε`k,i,c
)
×(

Mk∑
i=1

∣∣∣H`
k,i,cw

`
k,i,c

∣∣∣2 +
K+1∑

b=1,b 6=k

∣∣∣H`
b,i,c

∣∣∣2 Mb∑
v=1

∣∣∣w`b,v,c∣∣∣2
)
(8)

Due to the fact that NOMA allows multiple users to occupy
a subchannel and can be decoded at the receiver by successive
interference cancelation (SIC), NOMA can reduce interference
in certain orders depending on the channel gain or power
of different users. The user with the stronger channel gain
decodes the signal of the user with the weaker channel gain
before decoding its own signal [31]. However, due to the
introduction of IRS in the system, IRS is able to change the
cascaded channel gain of NOMA users. Since the decoding
order of the NOMA system is determined by the channel
quality, the SIC decoding order is the key in the IRS-NOMA
system.

Specifically, if the message of UE(k, i) is the n-th signal
to be decoded on subchannel c at the receiver, then there
is πc(k, i) = n. That is, the UE (k, i) will first decode the
signals of all (n−1) previous users on subchannel c and then
subtracts their signals in turn to decode the signal it wants.
For example, a subchannel is occupied by two different UE,
for a pair of users in UAV cell k, UEc(k, {i, j}). Assignment
to subchannel c in decoding order πc(k, i) < πc(k, j), which
indicates that UEc (k, {i}) can treat the signal of UEc (k, {j})
as interference and decode its signal directly. By applying SIC
to eliminate UEc (k, {i})’s signal, UEc (k, {j}) can decode
its own signal without co-channel interference. In this case,
|H`

k,i,c|2 ≤ |H`
k,j,c|2 should be satisfied to enure that the SIC

can be successfully executed, otherwise, the decoding order
is πc(k, i) > πc(k, j), and |H`

k,i,c|2 ≥ |H`
k,j,c|2 should be

satisfied.
Let {1, ...,K} denote UBS, the (K+1)-th base station

represents the MBS. Let H`
k,i,c represents the channel gain

from UBS(k) to UE(k, i) on subchannel c, H`
k,i,c = dHk,i,c +

(r`k,i,c)
HΘ`G

`
k,c. Assuming that each user is sorted in de-

scending order, then the relevant received signal-to-noise ratio
(SINR) of UE(k, i) is represented by

SINR`k,i,c =
m`
k,i,c

∣∣∣H`
k,k,i,cw

`
k,i,c

∣∣∣2

∣∣∣H`
k,k,i,c

∣∣∣2 ∑
πc(k,i)<πc(k,j)

m`
k,j,c

∣∣∣w`k,j,c∣∣∣2
+

K+1∑
b=1,b 6=k

∣∣∣H`
k,b,i,c

∣∣∣2 Mb∑
v=1

m`
b,v,c

∣∣∣w`b,v,c∣∣∣2
+
(
σ`k,i,c

)2

n

/
ε`k,i,c +

(
σ`k,i,c

)2

z


(9)
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where H`
k,b,i,c is the channel gain between BS b and UE

i on subchannel c of base station k, w`k,i,c, w
`
k,j,c are the

transmit beamforming of the UBS(k) at UE(k, i) and UE(k, j)
on subchannel c respectively.

B. Problem Formulation

The goal of this paper is to maximize system EE and
ultimately reduce the energy consumption while considering
user subchannel assignment, SIC decoding order, UAV trans-
mit beamforming, power splitting factor and IRS discrete
reflecting phase design. In addition, the energy harvesting
function of the user equipment is also considered. The rate
of UE(k, i) is stated as

R`k,i,c = Bsclog2(1 + SINR`k,i,c) (10)

R(π,Γ,W, ε,Θ) =
K+1∑
k=1

Mk∑
i=1

C∑
c=1

R`k,i,c (11)

where π = {πc(k, i),∀k, i, c} is the set of SIC decod-
ing order, consisting of matrix πc ∈ CMk×(K+1), Γ =
{m`

k,i,c,∀k, i, c, `} is the set of user subchannel assignment
coefficients, consisting of matrix Γ`c ∈ CMk×(K+1), W =
{w`k,i,c,∀k, i, c, `} is the set of transmit beamforming ma-
trix of the UBS, consisting of matrix W`

c ∈ CMk×(K+1),
ε =

{
ε`k,i,c,∀k, i, c, `

}
is the set of power splitting factors,

consisting of matrix ε`c ∈ CMk×(K+1), Θ =
{
θ`m,∀m, `

}
denotes the set of phase shift matrix of IRSs, consisting
of matrix Θ` ∈ CM×M , ∀k ∈ {1, ...,K,K + 1} , c ∈
{1, ..., C} , ` ∈ {1, ..., L}.

The total consumed transmit power can be obtained by

Q(π,Γ,W, ε,Θ)

=
K+1∑
k=1

Mk∑
i=1

C∑
c=1

m`
k,i,c

∣∣∣w`k,i,c∣∣∣2 + PIRS + PH
(12)

where PIRS = LMpirs(Bit), represents the power con-
sumption of the IRS components, pirs(Bit) denotes hardware
power loss of IRS components with (Bit)-bit resolution phase
shifter [32]. PH = Kph, ph represents the mechanical energy
consumed by the UAV to hover against gravity in unit time,
which is generally considered to be a constant [33].

The total system energy consumption is represented as

EE(π,Γ,W, ε,Θ) =
R(π,Γ,W, ε,Θ)

Q(π,Γ,W, ε,Θ)
(13)

The joint optimization problem in this paper is transformed

into as follows

P : max
π,Γ,W,ε,Θ

EE(π,Γ,W, ε,Θ)

s.t. C1 :
Mk∑
i=1

C∑
c=1

m`
k,i,c

∣∣∣w`k,i,c∣∣∣2 ≤ PUAVk ,∀k

C2 :
∣∣∣w`k,i,c∣∣∣2 ≥ 0,∀k, i, c

C3 : m`
k,i,c ∈ {0, 1} ,∀k, i, c

C4 :
K∑
k=1

m`
k,i,c ≤ N, ∀k, c

C5 :
Mk∑
i=1

C∑
c=1

m`
k,i,cR

`
k,i,c ≥ Rk,min,∀k

C6 :
K∑
k=1

Mk∑
i=1

C∑
c=1

m`
k,i,c

∣∣∣w`k,i,cH`
k,K+1,c

∣∣∣2 ≤ Imax

C7 :
∣∣θ`m∣∣ = 1, θ`m ∈ FD, ,∀m, `

C8 : πc(k, i) ≤ πc(k, j),
∣∣∣H`

k,i,c

∣∣∣2 ≤ ∣∣∣H`
k,j,c

∣∣∣2
C9 : 0 <ε`k,i,c < 1,∀k, i, c
C10 : Π`

k,i,c ≥
(

Π`
k,i,c

)
min

,∀k, i, c
(14)

where C1, C2 represent transmit power constraints, PUAVk

represents the maximum transmit power of the k-th UAV,
the sum power of UE cannot overtake each PUAVk , and the
power of UE is non-negative. C3, C4 represent the limit of the
number of users associated to each UBS. This paper stipulates
that the maximum number of users that each UBS can serve
is N . C5 specifies the heterogeneous QoS requirements of
users, and Rk,min represents the minimum rate requirement.
C6 is cross-layer interference limit, |H`

b,K+1,c|2 is the channel
gain of users from UBS to MBS, and Imax is the maximum
interference constraint. C7 is the phase shift constraint of
IRSs. C8 is to ensure that SIC decoding can be carried out
successfully. C9 is the PS factor constraint for UE receiver in
SWIPT. C10 is the UE energy harvesting threshold constraint.

To address the above non-convex problem, an iterative
method is invoked to seek out a suboptimal solution in section
III.

III. PROPOSED SCHEME

Due to the system model is non-convex and the target func-
tion present in fractional form, the inequality approximation
convex transform is adopted to represent the lower bound on
the UE rate [34]. For any SINR`k,i,c ≥ 0, the inequality form
can be presented as

a`k,i,clog2(SINR`k,i,c) + b`k,i,c ≤ log2(1 + SINR`k,i,c),
(15)

where a`k,i,c and b`k,i,c are respectively

a`k,i,c =
S̃INR

`

k,i,c

1 + S̃INRSINR`k,i,c

(16)

b`k,i,c = log2(1 + S̃INR
`

k,i,c)−
S̃INR

`

k,i,c

1 + S̃INR
`

k,i,c

log2(S̃INR
`

k,i,c)

(17)

where S̃INR
`

k,i,c is the value of the last iteration of SINR`k,i,c.
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According to Eq.(15), the lower bound of UE(k, i) rate as

R̈`k,i,c = Bsca
`
k,i,clog2(SINR`k,i,c) + b`k,i,c (18)

Then the rate is R̈(π,Γ,W, ε,Θ) =
K+1∑
k=1

Mk∑
i=1

C∑
c=1

R̈`k,i,c.

The problem of (14) can be rewritten as

P ′ : max
π,Γ,W,ε,Θ

EE(π,Γ,W, ε,Θ) =
R̈(π,Γ,W, ε,Θ)

Q(π,Γ,W, ε,Θ)
s.t C1− C4, C6, C7, C8, C9, C10

C5′ :
Mk∑
i=1

C∑
c=1

m`
k,i,cR̈

`
k,i,c ≥ Rk,min,∀k

(19)
Obviously, the target function in the above equation is a

nonlinear fraction. Introduce an operation to convert fractions
into subtractions to reduce computational complexity [35].

η∗= max
π,Γ,W,ε,Θ

R̈(π,Γ,W, ε,Θ)

Q(π,Γ,W, ε,Θ)
=
R̈(π∗,Γ∗,W∗, ε∗,Θ∗)

Q(π∗,Γ∗,W∗, ε∗,Θ∗)
(20)

R̈(π∗,Γ∗,W∗, ε∗,Θ∗)− η∗Q(π∗,Γ∗,W∗, ε∗,Θ∗) = 0
(21)

Thus, the problem of (19) can be restated as

P ′′ : max
π,Γ,W,ε,Θ

R̈(π,Γ,W, ε,Θ)− ηQ(π,Γ,W, ε,Θ)

s.t C1− C4, C5′, C6, C7, C8, C9, C10
(22)

A. Subchannel Assignment and SIC decoding order

Referring to the method in [36], this paper designs the prob-
lem of subchannel assignment in NOMA to associate users,
UBS and subchannels. This subsection proposes a suboptimal
low-complexity subchannel bilateral selection algorithm. The
proposed algorithm consists of two steps as follow.

1) Assign users to corresponding subchannels according to
subchannel gain. Specifically, according to the CSI of each
user, a occupy request is sent to the subchannel that can
provide it with the optimal subchannel gain, and the user
with the most suitable channel status is allocated to the well-
matched subchannel.

2) Subhannels accept or reject users based on the channel
EE of various combinations of users. To optimize the energy
efficiency of a subchannel, select a group of N users that
can be connected to it, where the maximum number of users
allowed on the subchannel is set to N . Then the user matching
scheme of each subchannel is obtained. The EE formula for
the subchannel c on the UBS(k) with IRS (`) is given by

EE`k,c =

Mk∑
i=1

R`k,i,c

Mk∑
i=1

m`
k,i,c

∣∣∣w`k,i,c∣∣∣2 (23)

SIC decoding order is critical to correctly determine the
decoding order after the channel assignment is complete, as
the reflecting phase shift of the IRS elements will affect the
optimal decoding order. For the whole system, the optimal
decoding order will be any one of N! different orders, and
the computational complexity of solving the original problem

grows exponentially as the number of UE increases, which is
prohibitive. Therefore, the paper proposes a low-complexity al-
gorithm to determine the decoding order by finding an optimal
phase shift that maximizes the sum of the combined channel
gains. The optimisation problem can thus be transformed into

P (Aπ) : max
Θ

C∑
c=1

Mk∑
i=1

∣∣∣∣(dHk,i +
(
r`k,i,c

)H
Θ`G

`
k,c

)∣∣∣∣2
s.t C7 :

∣∣θ`m∣∣ = 1, θ`m ∈ FD,∀m, `

C8 : πc(k, i) ≤ πc(k, j),
∣∣∣H`

k,i,c

∣∣∣2 ≤ ∣∣∣H`
k,j,c

∣∣∣2
(24)

Let Φ` = θ̆`θ̆
H
` , Φ` ∈ C(M+1)×(M+1) introduce a

dummy variable γ with |γ| = 1, θ̆` = [ θT` γ ]T ,
where θ` = [θ`1, · · · , θ`m, · · · , θ`M ]H . Let X`

k,i,c =

[ (diag((r`k,i,c)
H

)G`
k,c)

T
(d`k,i,c)

∗ ]T , X`
k,i,c ∈ C(M+1)×1,

then we have∣∣∣(dHk,i + (r`k,i,c)
H

Θ`G
`
k,c

)∣∣∣2 ∆
= trace

(
Φ`X

`
k,i,c(X

`
k,i,c)

H
)

= trace
(

(X`
k,i,c)

H
Φ`X

`
k,i,c

)
(25)

Next, for the unit modulus constraint of C7, we can convert
to the following form

C7(a) : diag(Φ`) = 1M+1

C7(b) : Φ` � 0
C7(c) : rank(Φ`) = 1

(26)

The above constraint is a non-convex problem. Referring to
[37], we transform the above rank 1 problem into

‖Φ`‖∗ − ‖Φ`‖2 ≤ 0 (27)

where ‖Φ`‖∗ =
∑
τ
στ ≥ ‖Φ`‖2 = max

τ
{στ}, στ represents

the τ -th singular value of Φ` [38] [39]. The minimum value
of Eq. (27) can be obtained by imposing a very small penalty
term, the equation holds if and only if Φ` reaches rank 1, so
the problem based on penalty term is given by

P ′(Aπ):min
1

2µ
(‖Φ`‖∗−‖Φ`‖2)−
C∑
c=1

Mk∑
i=1

trace((X`
k,i,c)

H
Φ`X

`
k,i,c)

s.t. C8
C7′ : diag(Φ`) = 1M+1,Φ`�0

(28)

where µ is the penalty factor. Note that although the rank 1
constraint is relaxed in problem (28), the solution obtained by
solving problem (28) is the optimal solution when µ → 0.
On the other hand, for sufficiently small values of µ, solving
problem (28) yields a rank 1 solution only. For the above
closed form, we define a lower bound Z = ‖Φ`‖2 to deal
with this problem

Z (Φ`) ≥ Z
(
Φ

(t)
`

)
+ trace

(
∇HΦ`

Z
(
Φ

(t)
`

)(
Φ` −Φ

(t)
`

))
∆
= Z̃ (Φ`)

(29)
The MOSEK solver is used to solve the above convex op-
timisation problem. The decoding order is then determined
by comparing the effective channel gain of each subchannel
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Algorithm 1 Stage 1: Subchannel Assignment and SIC De-
coding Order Optimization

1: Initialize the matching list of Γ, maximum iterations ∆1,
t1 = 0, Φ0 and SIC decoding order matrix π .

2: Subproblem 1: Subchannel Assignment
3: for k = 1 to K+1 do
4: Initialize UE sets Uk(c) and Ūk, which represent

whether UE(k) is assigned to channel c respectively.
5: while Ūk 6= ∅ do
6: for i=1 to Mk do
7: Look for c∗ meets |Hk,k,i,c∗ |2 ≥ |Hk,k,i,c|2.
8: if |Uk (c∗)| < N then
9: Assign UE(k) to c subchannel, and delete UE(k)

in Ūk, let mk,i,c∗ = 1.
10: end if
11: if |Uk (c∗)| = N then
12: (1) The subchannel c∗ picks N UE that make the

EE`k,c keep the largest, and rejects other UE;
(2) Remove these two UE from set Ūk and
set their subchannel assignment factor to 1 to
mark these UE as having completed subchannel
assignment;
(3) The UE who is not successfully assigned to
subchannel c∗ is put into set Ūk, and set the
subchannel assignment factor of this user to 0.

13: end if
14: end for
15: end while
16: end for
17: Subproblem 2: SIC Decoding Order Optimization
18: repeat
19: Update Z̃ (Φ) by Eq.(29).
20: Solve problem P ′(Aπ) to obtain Φt1 .
21: Update t1 = t1 + 1
22: until Convergence or t1 = ∆1.

user. Finally, the constraint C8 for successful SIC decoding is
equivalently converted to

trace((X`
k,i,c)

H
Φ`X

`
k,i,c) ≤ trace((X`

k,j,c)
H

Φ`X
`
k,j,c)

(30)
The two subproblems of the first stage are optimized in

turn as shown in Algorithm 1, where Uk(c) is the set of UE
assigned to subchannel c in cell k, Ūk indicates the set of UE
in cell k who are not yet assigning subchannels.

B. Beamforming Design

Since the subchannel matching results have been obtained
in the previous subsection, the user subchannel assignment
coefficient is regarded as a constant, the phase shift of IRSs
and SIC decoding order is fixed, and the beamforming design
problem in heterogeneous networks is considered.

Let |ŵ`k,i,c|2 = m`
k,i,c|w`k,i,c|2, then the objective function

can be simplified as

R̈(ŵ)− ηQ(ŵ) =
K+1∑
k=1

Mk∑
i=1

C∑
c=1

[
R̂`k,i,c − η

∣∣∣ŵ`k,i,c∣∣∣2]− η(PIRS + PH)

(31)
Then the problem of (22) can be transformed into

P (B) : max
w

R̈(ŵ)− ηQ(ŵ)

s.t C1′ :
Mk∑
i=1

∣∣∣ŵ`k,i,c∣∣∣2 ≤ PUAVk ,∀k

C5′′ :
Mk∑
i=1

R̂`k,i,c ≥ Rk,min,∀k

C6′ :
K∑
k=1

Mk∑
i=1

C∑
c=1

∣∣∣ŵ`k,i,cHk,K+1,`

∣∣∣2 ≤ Imax

C10 : Π`
k,i,c ≥

(
Π`
k,i,c

)
min

,∀k, i, c
(32)

C10 can be converted as follows
Mk∑
j=1

∣∣∣H`
k,i,cŵ

`
k,j,c

∣∣∣2 +
K+1∑

b=1,b6=k

∣∣∣H`
b,i,c

∣∣∣2 Mb∑
v=1

∣∣∣ŵ`b,v,c∣∣∣2 ≥
1

1−ε`k,i,c

[
v`k,i,c − 1

u`k,i,c
ln

(
e
u`k,i,cv

`
k,i,c(Ω`k,i,c−(Π`k,i,c)min

)

e
u`
k,i,c

v`
k,i,c(Π`k,i,c)min

+Ω`k,i,c

)]
(33)

According to the above transformation, the four constraints

are linear constraints on
∣∣∣w`k,i,c∣∣∣2, and the problem P(B) is

convex. Therefore, the Lagrangian dual theory is adopted to
resolve the problem.

Then the Lagrangian function of P(B) is established as
Eq.(34), where α,β, $,κ is the Lagrange multiplier corre-
sponding to C1′, C5′′, C6′ and C10.

fL (ŵ,α,β, $,κ)

=
K+1∑
k=1

Mk∑
i=1

C∑
c=1

[
R̂`k,i,c − η

∣∣∣ŵ`k,i,c∣∣∣2]− η(PIRS + PH)

+
K+1∑
k=1

αk(
Mk∑
i=1

∣∣∣ŵ`k,i,c∣∣∣2−PUAVk )+
K+1∑
k=1

βk(Rk,min −
Mk∑
i=1

R̂`k,i,c)

+$

(
K∑
k=1

Mk∑
i=1

C∑
c=1

∣∣∣ŵ`k,i,cH`
k,K+1,c

∣∣∣2 − Imax

)
+κ

((
Π`
k,i,c

)
min
−Π`

k,i,c

)
(34)

where α = [α1, α2, ..., αK+1]
T
,β = [β1, β2, ..., βK+1]

T .
The dual function of fL is formulated as fD(α,β, $,κ) =

max fL(ŵ,α,β, $,κ), thus the dual problem is obtained
by min

α,β,$,κ
fD(α,β, $,κ). The partial derivative of the La-

grangian function is obtained as follows

∂fL(ŵ,α,β, $,κ)

∂
∣∣∣ŵ`k,i,c∣∣∣2 = +$

∣∣∣H`
k,K+1,c

∣∣∣2 − κ
∣∣∣H`

k,i,c

∣∣∣2+

Bsca
`
k,i,c(1− βk)

ln 2
∣∣∣ŵ`k,i,c∣∣∣2 −

i−1∑
j=1,j 6=i

Bsca
`
k,i,c(1− βk)

ln 2
∣∣∣ŵ`k,i,c∣∣∣2 − η + αk

−
K+1∑

b=1,b 6=k

Mb∑
j

Bsca
`
k,i,c(1− βb)ŜINR

`

k,i,c

∣∣∣H`
b,k,j,c

∣∣∣2
ln 2
∣∣∣ŵ`k,i,cH`

b,b,j,c

∣∣∣2
(35)
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Algorithm 2 Stage 2: Beamforming Design
1: Initialize maximum iterations of the outer layer ∆2, set
t2=0, EE η(0), and maximum tolerance χ.

2: while
∣∣∣R̈(ŵt2)− ηt2−1U(ŵt2)

∣∣∣ > χ or t2 ≤ ∆2 do
3: Initialize maximum iterations of the inner layer ∆3, set

t3=0, and Lagrange multiplier αk, βk, $,κ.
4: repeat
5: for k = 1 to K+1 do
6: for i = 1 to Mk do
7: Update ŵ`k,i,c, αk, βk, $,κ, respectively.
8: end for
9: end for

10: t3 = t3 + 1.
11: until The objective function converges.

12: Update η(t2) =
R̈
(
ŵt2−1

)
U (ŵt2−1)

.

13: Update t2 = t2 + 1.
14: end while

Let ∂fL(ŵ,α,β, $,κ)/.∂
∣∣∣ŵ`k,i,c∣∣∣2 = 0, the update formula

for getting about
∣∣∣ŵ`k,i,c∣∣∣2 is as Eq.(36), where ζ

(
ŵ`k,i,c

)
=

Bsca
`
k,j,c(1− βb)ŜINR

`

k,j,c/.ln 2
∣∣∣ŵ`k,j,c∣∣∣2, where

∣∣∣ŵ`k,i,c∣∣∣2 =

Bsca
`
k,i,c(1− βk) ln 2

[
η − αk −$

∣∣∣H`
k,K+1,c

∣∣∣2 + κ
∣∣∣H`

k,i,c

∣∣∣2]+

i−1∑
j=1

ζ
(
ŵ`k,j,c

)
+

K+1∑
b=1,b 6=k

Mb∑
j=1

ζ
(
ŵ`b,j,c

) ∣∣∣∣H`b,k,j,cH`b,b,j,c

∣∣∣∣2

(36)

The updated Lagrange multiplier α,β, $,κ can be written as

αt+1
k = αtk − τ t1(PUAVk −

Mk∑
i=1

|(ŵ`k,i,c)
t|

2
) (37)

βt+1
k = βtk − τ t2(

Mk∑
i=1

(R̂`k,i,c)
t
−Rk,min) (38)

$t+1 = $t − τ t3(Imax −
K∑
k=1

Mk∑
i=1

C∑
c=1
|(ŵ`k,i,c)

t
H`
k,K+1,c|

2
)

(39)
κt+1 = κt−

τ t4



|H`
k,i,c(ŵ

`
k,i,c)

t|2 +
K+1∑

b=1,b 6=k

∣∣∣H`
b,i,c

∣∣∣2 Mb∑
v=1

∣∣∣ŵ`b,v,c∣∣∣2+

Mk∑
j=1,j 6=i

|H`
k,i,cŵ

`
k,j,c|

2 − v`k,i,c
1−ε`k,i,c

+
v`k,i,c

(1−ε`k,i,c)u
`
k,i,c

×

ln

(
e
u`k,i,cv

`
k,i,c(Ω`k,i,c−(Π`k,i,c)min

)

e
u`
k,i,c

v`
k,i,c(Π`k,i,c)min

+Ω`k,i,c

)


(40)

where t is the number of iterations, and τ t1, τ t2, τ t3, τ t4 represents
the step size of the t-th iteration. The beamforming design
process is summarized as Algorithm 2.

C. Power Splitting Factor and Reflecting Optimization

This subsection jointly studies PS factor and the phase
design of multiple IRSs. The phases of IRSs are optimized
synchronously in a parallel manner. Fixed subchannel as-
signment coefficients, SIC decoding order and beamforming
parameters, the problem of stage 3 is reformulated as

P (C) : max
ε,Θ

R̂(ε,Θ)− ηQ(ε,Θ)

s.t C5, C7, C9, C10
(41)

Let Y `k,i,c = (X`
k,i,c)

HΦ`X
`
k,i,c and Ŵ `

k,i,c =

ŵ`k,i,c

(
ŵ`k,i,c

)H
, the following transformation formula can be

obtained∣∣∣∣(dHk,i +
(
r`k,i,c

)H
Θ`G

`
k,c

)
ŵ`k,i,c

∣∣∣∣2
∆
= trace

(
Ŵ `
k,i,c

(
X`
k,i,c

)H
Φ`X

`
k,i,c

)
= trace(Ŵ `

k,i,cY
`
k,i,c)

(42)
Thus C10 can be converted to C10′ as
Mk∑
j=1

trace(Ŵ `
k,i,cY

`
k,j,c) +

K+1∑
b=1,b 6=k

Mb∑
v=1

trace(Ŵ `
b,v,cH

`
k,b,i,c) ≥

1
1−ε`k,i,c

[
v`k,i,c − 1

u`k,i,c
ln

(
e
u`k,i,cv

`
k,i,c(Ω`k,i,c−(Π`k,i,c)min

)

e
u`
k,i,c

v`
k,i,c(Π`k,i,c)min

+Ω`k,i,c

)]
(43)

Therefore, the following transformation can be obtained as

Mk∑
i=1

C∑
c=1

R̂`k,i,c =

Bsc
Mk∑
i=1

C∑
c=1

log2





Mk∑
j=i

|H`
k,k,i,cŵ

`
k,j,c|

2
+ (σ`k,i,c)

2
z+

K+1∑
b=1,b6=k

Mb∑
v=1
|H`

k,b,i,cŵ
`
b,v,c|

2
+

(σ`k,i,c)
2
n

ε`k,i,c




Mk∑
j=i+1

|H`
k,k,i,cŵ

`
k,j,c|

2
+ (σ`k,i,c)

2
z+

K+1∑
b=1,b6=k

Mb∑
v=1
|H`

k,b,i,cŵ
`
b,v,c|

2
+

(σ`k,i,c)
2
n

ε`k,i,c




=

Mk∑
i=1

C∑
c=1

Bsc

(
f
(
Φ`, ε

`
k,i,c

)
− g

(
Φ`, ε

`
k,i,c

))
(44)

where f
(
Φ`, ε

`
k,i,c

)
and g

(
Φ`, ε

`
k,i,c

)
are as Eq.(45) and

Eq.(46), respectively.

f
(
Φ`, ε

`
k,i,c

)

=log2


Mk∑
j=i

trace(Ŵ `
k,j,cY

`
k,k,i,c) +

(
σ`k,i,c

)2

z

+
K+1∑

b=1,b6=k

Mb∑
v=1

trace(Ŵ `
b,v,cH

`
k,b,i,c) +

(σ`k,i,c)
2

n

ε`k,i,c


(45)

g
(
Φ`, ε

`
k,i,c

)

=log2


Mk∑

j=i+1

trace(Ŵ `
k,j,cY

`
k,k,i,c) +

(
σ`k,i,c

)2

z

+
K+1∑

b=1,b 6=k

Mb∑
v=1

trace(Ŵ `
b,v,cH

`
k,b,i,c) +

(σ`k,i,c)
2

n

ε`k,i,c


(46)
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Convert g (Φ`) using SCA as follows

g
(
Φ`, ε

`
k,i,c

)
≤ g

(
Φ

(t)
` , (ε`k,i,c)

(t)
)

+trace

((
∇HΦg

(
Φ

(t)
` ,
(
ε`k,i,c

)(t)
))(

Φ` −Φ
(t)
`

))
+trace

((
∂
ε`k,i,c

g(Φ
(t)
` , (ε`k,i,c)

(t)
)
)(

ε`k,i,c − (ε`k,i,c)
(t)
))

∆
= g̃

(
Φ`, ε

`
k,i,c

)
(47)

where

∇H
Φ̃`
g

(
Φ

(t)
` ,
(
ε`k,i,c

)(t)
)

=

Mk∑
j=i+1

X`
k,i,cŴ

`
k,j,c(X`

k,i,c)
H

/
ln 2

Mk∑
j=i+1

trace(W`
k,j,c(X

`
k,i,c)

H
(Φ`)

(t)
X`
k,i,c)+(σ`k,i,c)

2
z

+
K+1∑

b=1,b6=k

Mb∑
v=1

trace(Ŵ `
b,v,cH

`
k,b,i,c) +

(σ`k,i,c)
2

n

(ε`k,i,c)
t


(48)

∂
ε`k,i,c

g

(
Φ

(t)
` ,
(
ε`k,i,c

)(t)
)

=

−
(σ`k,i,c)

2

n

/
ln 2[(ε`k,i,c)

t]
2

Mk∑
j=i+1

trace(W`
k,j,c(X

`
k,i,c)

H
(Φ`)

(t)
X`
k,i,c)+(σ`k,i,c)

2
z

+
K+1∑

b=1,b 6=k

Mb∑
v=1

trace(Ŵ `
b,v,cH

`
k,b,i,c) +

(σ`k,i,c)
2

n

(ε`k,i,c)
t


(49)

Consequently, the problem P (C) can be replaced by

P ′(C) : max
ε,Θ

R̂(ε,Θ)− ηQ(ε,Θ)

s.t.C5 :
Mk∑
i=1

C∑
c=1

Bsc(f(Φ`, ε
`
k,i,c)− g(Φ`, ε

`
k,i,c)) ≥ Rk,min

C7 : diag(Φ`) = 1M+1,Φ` � 0, rank(Φ`) = 1
C9, C10′

(50)
where the objective function can be converted to

R̂(ε,Θ)− ηQ(ε,Θ)

=
K+1∑
k=1

Mk∑
i=1

C∑
c=1

[Bscf(Φ`, ε
`
k,i,c)− g(Φ`, ε

`
k,i,c)− η|ŵ`k,i,c|

2
]

−η(PIRS + PH)
(51)

Apply Eq.(29) to convert the above rank 1 constraint. Then
the problem of P ′(C) can be rewritten as

P ′′(C) : min
1

2µ

(
‖Φ`‖∗ − Z̃ (Φ`)

)
+ ηQ(ε,Θ)− R̂(ε,Θ)

s.t C5, C9, C10′

C7 : diag(Φ`) = 1M+1,Φ` � 0
(52)

Since this optimization problem is convex, the optimization
solver CVX is adopted to solve it. The third stage of the joint
problem is executed as in Algorithm 3.

D. Convergence and Complexity Analysis

This energy-efficient joint optimization algorithm consists
of three sub-stages that are optimized sequentially to improve
the overall solution quality while reducing the complexity.

Algorithm 3 Stage 3: Power Splitting Factor and Reflecting
Optimization

1: Initialize maximum iterations ∆4, t4 = 0, ε0, Φ0

2: repeat
3: Update Z̃ (Φ) by Eq.(29).
4: Solve problem P ′′(C) to obtain εt4 , Φt4 .
5: Update t4 = t4 + 1
6: until Convergence or t4 = ∆4.

It can be seen that the optimized solution throughout the
optimization algorithm from the previous sub-stage is used in
the latter sub-stage of the algorithm. As we apply approximate
optimization methods during the transformation of the three
sub-stages, the solution results are sub-optimal solutions to
the initial model and the results obtained for each scenario
are iterated as the input values for the next scenario. The
optimization values for the three stages of this paper are
defined as follows

ηt =


ηt1; P (A) is solved
ηt1,2; P (A) and P (B) are solved
ηt1,2,3; P (A), P (B) and P (C) are solved

(53)
Thus, in the t-th iteration, we can obtain three stages of
optimization results with ηt ≤ ηt1 ≤ ηt1,2 ≤ ηt1,2,3. It is shown
that the value of the objective function tends not to decrease
after each iteration. Since the initial problem has limited
UAV transmit power and limited cross-layer interference, the
original upper bound on the problem is a finite value, so that
the scheme proposed in this paper can eventually converge
with the following computational complexity.

The algorithm complexity of this paper is composed
of three stages as follows. For stage 1, in the subchan-
nel assignment algorithm, it is assumed that there are
K + 1 BSs, each BS serves Mk users, and the number
of subchannels is C, so the algorithm complexity of the
first subproblem in stage1 is O (CMk (K + 1)). For sub-
problem 2, CVX is adopted to solve the SDP problem,
the complexity for a SDP problem under S1 SDP re-
straints which contains an S2 × S2 positive semi-definite
matrix is O

(√
S2 log (1/ι)

(
S1S2

3 + S1
2S2

2 + S1
3
))

, where
ι is the non-negative accuracy parameters. Thus, solv-
ing the SIC decoding optimisation problem requires
O
(
log (1/ι)

(
KM3.5 +K2M2.5 +K3M0.5

))
. In stage 2, the

proposed algorithm updates the transmit beamforming param-
eters, assuming that I1 and I2 are the number of outer loops
and inner loops in Algorithm 2, respectively, then the whole
computational complexity is O (I1I2CMk (K + 1)). For stage
3, as to P ′′(C), with S2 = M , S1 = 3KMk + K, calculate
the complexity of P ′′(C) as O(log(1/ι)(M3.5(3KMk+K)+
M2.5(3KMk +K)2 + M0.5(3KMk +K)3). Therefore, the
total complexity of the multi-stage joint optimization algo-
rithm proposed in this paper is O(log(1/ι)(KM3.5(3Mk +
2)+K2M2.5((3Mk + 1)2 +1)+K3M0.5((3Mk + 1)3 +1))).

IV. SIMULATION RESULTS

Some of the main simulation parameters are given as
follows. The system is composed of a ground MBS, multiple

This article has been accepted for publication in IEEE Transactions on Wireless Communications. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TWC.2023.3299609

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Aristotle University of Thessaloniki. Downloaded on September 26,2023 at 19:45:29 UTC from IEEE Xplore.  Restrictions apply. 



10

0 2 4 6 8 10

Iteration index

0

0.5

1

1.5

2

2.5

3

3.5

E
n

e
rg

y
 E

ff
ic

ie
n

c
y
 (

b
it
s
/J

o
u

le
)

10
9

M=20, Pmax=37dBm, Bit=1

M=10, Pmax=37dBm, Bit=1

M=10, Pmax=27dBm, Bit=1

M=10, Pmax=27dBm, Bit=2

Gain brought by increasing M

Gain brought by increasing Pmax

Gain brought by reducing resolution Bit

Fig. 2. The convergence of the proposed scheme for different cases.

UAVs and IRSs. The radius of the macro cell is set to 500
meters, and the MBS is deployed in the center, and the UBSs
are stochastically deployed in the macro cell. The minimum
distance from the UBS to the MBS is set to 50 m. The radius
of UAV cell is 10 m, the IRS location is randomly set on the
radius of each UAV cell, and the heights of UBS and IRS
are 30 m and 20 m, respectively. The system bandwidth is 20
MHz. The hovering power consumption of each UAV is 0.1
W. The AWGN power spectral density is -174 dBm/Hz. The
energy harvesting coefficient is 0.8. The path-loss index of
UBS-UE and IRS-UE link are 2.5 and 2.2, respectively. The
penalty factor is set to 10−5, the total number of subchannels
is set to 4, and the power consumption of the IRS element
is set to 5dBm for resolution 1 and 15dBm for resolution 2.
Let Rician factor Kr = κdl = κrl, and set the value to 10
dB. The parameter u`k,i,c = 0.0086 in the nonlinear energy
harvesting model, v`k,i,c = 11.8689µW, and the maximum
havesting power is set to Ω`k,i,c = 10.219µW.

Fig. 2 exhibits the convergence of the proposed scheme via
various scenarios. There are 4 UAVs in the network, each
UAV cell serves 8 users, and the number of subchannels is 4.
Four cases are considered: 1) M=30, Pmax=37 dBm, Bit=1;
2) M=10, Pmax=37 dBm, Bit=1; 3) M=10, Pmax=27 dBm,
Bit=1; 4) M=10, Pmax=27 dBm, Bit=2. Fig. 2 illustrates
that the algorithms proposed for these four cases converge as
the iterations index increases. Furthermore, the EE elevates as
numbers of IRS reflecting units on account of the proposed
phase design can enable passive beamforming gain enhance-
ment. Concretely, compared to case 1, case 2 increases the
number of IRSs by 10, and the EE gain of the system increases
by 31.2%. Due to the low cost of IRS deployment and high
system performance gain, deploying IRS in the network can
play a role in economical and energy saving to a large extent.
Similarly, comparing case 2 and case 3, it can be perceived
that rising transmit power of UBSs can also promote EE.
Comparing case 3 and case 4, it can be observed that the
resolution of the discrete phase greatly affects the EE gain of
the system. This is because that the higher the resolution of
the discrete phase, the more EE expression and a decrease in
system EE.

Fig. 3 shows the impact of six existing algorithms on system
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Fig. 3. Energy efficiency versus different maximum transmit power of UAV.
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Fig. 4. Energy efficiency versus the number of users per UAV cell.

gains as the UAV transmit power varies. In the simulation,
the number of UAVs is 4, the number of UE per UAV cell
is 4, and subchannels number is set to 4. The six schemes
increase the EE gain as the transmit power of UAVs increases.
Comparing the EE gains of the proposed algorithms for
different user energy harvesting threshold settings, it was
found that the higher the user energy harvesting threshold,
the lower the EE of the system, which is more evident in
Fig. 5. In addition, Fig. 3 shows the system gain of the
proposed algorithm compared to the four schemes of without
SIC decoding optimization (No-SIC-opt), Fix-PS-factor, equal
beamforming (EQ-beamforming), Random-phase respectively.
The optimized decoding order results in a system gain of
24.4%, while the rest of the parameter optimizations result in
a system gain greater than this value, especially the optimized
design for the discrete phase results in the most significant
gain. This embodies the significance of beamforming design
and IRSs phase shift design.

Fig. 4 evaluates the impact of different schemes on the
system EE as the number of users per UAV cell varies. It
can be seen from the simulation curve that the system EE
tends to increase as the UAV cell users increases. It can be
observed from the simulation that the more UAVs, the better
the system gain. Then the scheme performs better when there
are many UAVs and users are intensive. Not only that, Fig. 4
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Fig. 6. Energy efficiency versus UAV hovering power consumption.

exhibits that as the horizontal axis user parameter changes, the
more the count of IRS reflecting elements, the more significant
the system EE gain. Both No-SIC-opt and the Random-phase
scheme have little effect on the EE of the network in the
presence of fluctuating numbers of users, and in particular the
EE effect is weakest with fluctuating numbers of users in the
random phase shift scheme.

Fig. 5 evaluates the influence of different cases on EE versus
user harvested energy threshold. All schemes become less EE
as the user energy harvesting threshold increases. Comparing
the simulations with phase resolution Bit=1 and Bit=2,
the EE gain becomes smaller as the IRS phase resolution
increases, because the high resolution phase causes a dramatic
increase in power consumption. Unlike discrete phase shifts,
continuous phase shifts require infinite phase resolution with
a hardware power consumption of 45dbm, which can have
a catastrophic impact on EE, especially when the number of
IRS elements is large and the denominator of Eq.(13) becomes
infinitely large. The impact of IRS phase resolution on EE
forms a very different result when comparing studies of the
user sum-rate in paper [40].

Fig. 6 evaluates the effect of changes in the power consumed
by the UAV while hovering on the system EE. The number
of each IRS’s reflecting elements are 10. Simulations show
that the performance of the UAV network decreases with

15 20 25 30 35

Number of IRS reflecting elements

0

1

2

3

4

5

6

E
n

e
rg

y
 E

ff
ic

ie
n

c
y
 (

b
it
s
/J

o
u

le
)

10
9

Proposed scheme

Spatially correlated fading scheme

RA-subchannel scheme

No-SIC-opt scheme

EQ-beamforming scheme

Random-phase scheme

Fig. 7. Energy efficiency versus numbers of IRS reflecting elements.

the increase of hovering power consumption under the five
different schemes. This is because the increase in hover
consumed power leads to the total power consumption of
growth and a decrease in the proportion of sum-rate to total
power consumption. However, the gain of the proposed scheme
still outperforms compared other schemes with IRS phase
resolution Bit=1. Besides, the larger the phase resolution, the
lower the EE of the system. Rand subchannel scheme (RA-
subchannel) means that users randomly occupy subchannels
without considering the subchannel state. In comparison with
the RA-subchannel scheme and No-SIC-opt scheme, using the
SIC decoding optimisation mentioned in the paper results in
greater gain than the subchannel assignment algorithm. More-
over, compared with Random-phase scheme, the performance
gain of this paper’s algorithm is significant.

The simulation in Fig. 7 displays the change of the system
EE as the IRS reflecting units increases. The transmit power
of the UAV is 37 dBm. As the number of IRSs reflecting units
increase, the system EE gain is significant. In addition, com-
pared with the other five schemes, the EE gain of the proposed
scheme is stupendous. That is to say, deploying plentiful low-
cost IRSs in the network can effectively increase the EE of the
system, save costs, and has economic significance. The sub-
channel allocation, SIC decoding optimization, beamforming
design and IRS phase shift design proposed in this paper can
significantly improve system EE. In particular, in simulation 7,
the spatial correlation fading caused by the dense arrangement
of IRS elements is considered, i.e., the distribution of NLoS
components of the link IRS-UE is r

`
k,i,c ∼ CN (0,Λ`

k,i,c),
Λ`
k,i,c � 0 is the spatial correlation matrix [41]. The corre-

lation matrix between the elements of the u-th and v-th is
[Λ`

k,i,c]u,v = sin (2π ‖su − sv‖/λ)/(2π ‖su − sv‖/λ), su =

[x(u)dH , y(u)dV ]T are the two-dimensional positional coordi-
nates of element u, x(u) = mod (u−1, NH) is the horizontal
position coordinate of element u, y(u) = b(u− 1)/NV c is
the coordinate of the vertical position of element u, dH , dV
are the horizontal width and vertical height of each element,
respectively, which is set to dH=dV =%=λ/4, NH , NV are
the number of IRS elements in the horizontal and vertical
directions, respectively, in this simulation NH = M , NV = 1.
Notice that b·c is the truncation symbol, mod(·, ·) is the modu-
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Fig. 8. Energy efficiency versus pathloss exponent of IRS-UE link.
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Fig. 9. Energy efficiency versus the number of UAV cells.

lus operation. r
`
k,i,c = (Λ`

k,i,c)
1/2e`k,i,c, e`k,i,c ∼ CN (0, IM ).

In this simulation, the spatially correlated fading scheme is
compared with the uncorrelated fading case, and the system
EE is lower than the uncorrelated fading case, but still shows
an increasing trend with the increase of IRS elements. Spatial
correlation causes the decay of system EE, and considering
how to attenuate the spatial fading among IRS elements is
also a topic worth studying in IRS systems in the future.

In Fig. 8, we compare the effects of different Rician factor
and UAV maximum transmit power on the system EE as the
path loss index of IRS-UE link changes. Fig. 8 exhibits that as
the path loss index increases, the system EE in the four cases
shows a rapid decline trend. It’s true that as the path-loss index
of the IRS-UE link increases, the reflecting signal of the IRS
becomes weaker. In addition, the larger the Rician factor, the
larger the EE gain of the system. Under the same Richin factor,
the higher the transmit power of UAVs, the better the system
EE gain.

Fig. 9 exhibits the change of EE gain with the increase of
UAV cells for four schemes. The maximum transmit power of
UAVs are 37 dBm, and each cell has 4 users. Comparing the
system gain at different user energy harvesting thresholds, we
find that larger thresholds lead to smaller system gains. Not
only that, the IRS phase shift design proposed is significantly
superior to No-SIC-opt scheme and Random-phase scheme.

The simulation effectively proves that the proposed joint
optimization scheme is more suitable for dense scenes with
UAV cells. This is because when the users become dense,
UBSs need to serve a mass of users. In this situation, the
energy harvesting unit can significantly alleviate the pressure
on energy supply, which creates a noticeable EE gain.

V. CONCLUSION

This paper considers the constraints of cross-layer inter-
ference and energy harvesting threshold etc., focusing on
subchannel assignment, SIC decoding order, beamforming
design, power splitting factor and IRS discrete reflecting
phase shift optimization to maximize the system EE. Due
to the primal problem established is a non-convex function
in fractional form, we convert it to a subtractive form to
simplify the solution. According to the pros and cons of the
channel conditions, an effective subchannel matching scheme
is proposed. As the SIC decoding order in the IRS-NOMA
system has a non-negligible impact on the system, the SIC
decoding order is optimized in this paper. Then, when the
subchannel assignment parameter and decoding order is fixed,
the beamforming design is obtained through an algorithm
by invoking the Lagrangian dual theory. Furthermore, the
power splitting factor and the discrete phase shift of IRSs
is jointly designed via a penalty-SDR method and obtains
a significant performance gain. Finally, the validity of the
proposed scheme is proved by extensive simulations. It is
verified that the deployment of IRSs have a non-negligible
impact on the system EE. Our future work will focus on the
study of resource optimization methods for IRS-UAV networks
under the imperfect cascade CSI model.
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