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Abstract
Future wireless networks beyond the fifth gen-

eration (5G) have been envisioned to increase 
many folds, in terms of key performance met-
rics such as latency, data rate, reliability, mobil-
ity, and user’s quality of experience. However, 
one of the biggest difference between the sixth 
generation (6G) and its predecessor is the abili-
ty to support high speed connectivity of mobile 
services for global coverage, especially focusing 
on under-connected areas (e.g., forests, oceans, 
deserts, and mountains). Integrated satellite-terres-
trial networks (ISTNs) provide the best solution to 
unravel the unconnected issues of isolated areas 
not only on the ground but also in the air and 
on the sea. Despite this premise, the research in 
ISTNs is still in its infancy with many open prob-
lems, associated with long delay communications, 
large coverage for massive number of devices, 
and highly demanding real-time services. To allevi-
ate these problems, this article introduces optimal 
multi-beam design empowered by machine learn-
ing techniques for 6G ISTNs, with respect to the 
real-time constraints of mission-critical services. 
First, we give an overview of the multibeam design 
for 6G ISTNs with user clustering approaches, 
energy-efficiency radio resource allocation, and 
distributed computing. Then, the frameworks for 
intelligent multibeam based on machine learn-
ing, real-time optimisation, and game theory, are 
proposed. As case studies, we investigate the 
performance of machine learning-aided real-time 
optimisation for 6G ISTNs in disaster relief and 
real-time optimal multibeam in satellite–terrestrial 
IoT networks. Potential research directions incor-
porating digital twin and quantum-inspired opti-
misation are presented to further support optimal 
multibeam design in 6G ISTNs.

Introduction to Integrated Satellite and 
Terrestrial Networks in 6G

The current fifth generation (5G) wireless net-
works are designed to extensively focus on three 
distinct components: enhanced mobile broad-
band (eMBB), massive machine-type communica-
tions (mMTC), and ultra-reliable and low-latency 
communications (URLLC). The next-generation 

wireless networks, that is, the sixth generation 
(6G), will depart from these general beliefs by 
delivering seamless connectivity for global cov-
erage of mobile services anywhere and anytime. 
Although researching and employing 6G is still in 
its early stage, several 6G use cases and applica-
tions have been addressed including ubiquitous 
mobile ultra-broadband (uMUB) and ultra-high 
speed ultra-reliable and low-latency communi-
cations (uHURLLC). It should be noted that one 
of the most distinct features of 6G is the ability 
to offer seamless coverage for under-connected 
areas spanning from land, sea, and sky [1].

Recently, integrated non-terrestrial and terres-
trial networks have been considered as a promis-
ing future technology for 6G, to provide wireless 
connectivity in isolated areas with under-equipped 
network infrastructures, including under-devel-
oped rural regions, remote mountains, onboard 
cruise ships, and airplanes. An overview of inte-
grated space and terrestrial networks is shown 
in Fig. 1, where satellites, unmanned aerial vehi-
cles (UAVs) a.k.a. drones, high attitude platforms 
(HAPs), aeronautical ad-hoc networks (AANETs), 
and cellular networks jointly create a global 
integrated communication network that offers 
seamless coverage on the land, on the sea, and 
in the sky. With this futuristic vision, 6G is able 
to accommodate the expansion of new usage 
scenarios such as high-precision satellite-ground 
positioning and real-time imaging as well as facil-
itate new classes of immersive time-sensitive and 
computation-insensitive data for a large number 
of Internet-of-Things (IoT) devices (IoD) [2].

Within this comprehensive network infrastruc-
ture, satellite communications can serve as a 
complementary platform to terrestrial networks 
and other air networks (e.g., UAV and AANET) 
with the rapid development of high speed satel-
lites. As such, we support that integrated satellite 
and terrestrial networks (ISTNs), including low/
medium/geostationary earth orbit (LEO/MEO/
GEO) satellites, will be a key component in 6G. 
Due to high altitude of the satellite, for exam-
ple, 500-2000 km attitude for LEO, 8000-20000 
km attitude for MEO, and 36000 km attitude 
for GEO, many challenges in terms of mobili-
ty management, radio resource management, 
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routing, and networking need to be solved along 
with the development of ISTN in 6G. Of utmost 
concern is the radio resource management for 
ISTN to target a massive number of users with 
diverse traffic demands spanning from eMBB, 
to eMTC, and URLLC. Unlike in terrestrial net-
works where satisfying these high demands in 
traffi  c classes is not a trivial task, it is even more 
problematic for ISTN with the inherent nature of 
satellite communications, that is, long distance 
communications.

There are several major challenges, for exam-
ple, spectrum-sharing and large coverage, from 
the physical layer perspective to realize the full 
potential of ISTN to support massive number 
of IoDs. To elaborate further, the overlapping 
of multi-layer UAV/HAP/LEO communications 
results in inevitably high interference, due to lim-
ited frequency as well as inter-beam and intra-
beam interference. As such, it is vital for effi  cient 
optimal design of interference management not 
only for the satellite in the space but also for the 
devices on the ground. Optimal radio resource 
management is crucial but fundamentally diff er-
ent from satellite and terrestrial devices, which 
leads to the fact that the joint optimal design 
for ISTN become a complicated problem and 
need carefully to be addressed. Specifi cally, due 
to the movement of satellites and long distance, 
the high latency exhibits the rapidly changed net-
work coverage. As such the resource allocation 
needs to be smartly and dynamically designed to 
cope with this signifi cant feature of satellite com-
munications compared with terrestrial scenari-
os. In addition, to off er a high quality-of-service 
(QoS) for a large number of users on the ground 
with real-time application, the multibeam design 
for ISTN is a nontrivial task. This article provides 

the overall technical framework of the afore-
mentioned interference management and mul-
tibeam design for ISTN by taking into account 
the real-time applications. Finally, this article will 
shed light on the main research challenges and 
opportunities of multibeam design for ISTN with 
respect to spectrum sharing, energy efficiency, 
and low latency.

MultIbeAM desIgn for 6g 
IntegrAted sAtellIte And terrestrIAl networks
The most important advantage of using satellites 
in communications is the large coverage, which 
fills almost all the gaps in cellular networks to 
reach global coverage. However, due to the far 
distance between satellite transponders and 6G 
devices, the propagation time of the signal is 
really high. In addition, the path-loss is extreme-
ly high, and the channel gets harmful effects 
from the environment. Thus, the data rate at the 
6G devices is not high enough to alleviate the 
problem of high propagation time since higher 
amount of data is received by the devices with 
the same propagation time. Nowadays, satellite 
communications are mostly commercially used 
for broadcast services (e.g., television and radio) 
which do not have the strict requirement of laten-
cy. However, with the incredible progress of 
massive multiple-input multiple-output (mMIMO) 
technology in 5G and even in 6G, we can create 
multiple narrow pencil beams which converge the 
energy of each beam at nearly one point toward 
one ground user. Therefore, the higher power 
received by users helps to achieve a higher data 
rate with lower latency that meets the constraint 
of time-sensitive services such as video calls, 
online meetings, among many others.

FIGURE 1. An overview of integrated non-terrestrial and terrestrial networks to provide global coverage for mobile services.
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A Design of Multibeam for 6G ISTN
According to [3], there are three main categories 
of approaches to designing multibeam antennas, 
namely passive multibeam antennas (PMBA), mul-
tibeam phased-array antennas (MBPAA), and dig-
ital multibeam antennas (DMBA). While PMBAs 
and MBPAAs use analog beamforming compo-
nents such as reflectors, lenses, beamforming cir-
cuits, or phase-shifting networks, DMBAs use a 
combining weighting matrix to control a uniform 
linear array of antennas for steering beams. Due 
to the disadvantages of fixed directions of PMBAs 
and the requirement of a number of phase shift-
ers of MBPAAs, DMBAs are more powerful in 
generating multiple agile and flexible beams. 
However, the complexity of calibrating parame-
ters in the weighting matrix is very high since the 
channel change rapidly over time. Fortunately, 
with the strong development of semiconductor 
technology, digital signal processing (DSP) chips 
with a high amount of computational resource 
are used for solving this problem. Besides the 
analog and digital architectures, there is also an 
attractive option of using hybrid beamforming 
scheme for the ISTN [4].

In 6G, technologies with ultra-high frequen-
cy such as millimeter wave (mmWave), terahertz 
technology, and lightwave technology will be 
used. In addition, in 6G ISTNs, using signals with 
short wavelengths that are less absorbed by the 
ionosphere facilitates the integration of large-ar-
ray antenna platforms in a small physical area. 
Despite the advantage of being able to generate 
high-gain and narrow beams which concentrate 
the signal energy in a small space as a laser, the 
complexity of controlling many coefficients in 
weighting matrices is a challenge. To overcome 
this problem, a design of multi-massive mul-
tiple-input multiple-output (MM-MIMO) where 
an array of ultra-massive number of antennas is 
divided into multiple sub-arrays by software with 
the constraint of mMIMO. Each sub-array is used 
for generating one independent beam toward 
one ground user, and the number of antennas in 
each sub-array is determined by the distance and 
channel state. In detail, if we use one weighting 
matrix for generating N beams from an array of 
M antennas, then the number of coefficients that 
need to calibrate for steering beams equals to  
N  M. This number is proportional to the com-
plexity of beamforming design. On the other 
hand, when using MM-MIMO, the number of 
coefficients equals to SN

i=1Mi where Mi represents 
the optimal number of antennas used for the ith 
beam. Because we optimise the number of anten-
nas, Mi is always less or equal to M, leading to 
less complex computation.

Clustering Approaches for Terrestrial and  
Non-Terrestrial Networks

Compared with GEO/MEO satellites, LEO sat-
ellites have more dominant advantages such as 

lower distance to the Earth, lower power con-
sumption, and lower cost. Thus, using LEO satel-
lites can support ISTNs in serving a huge number 
of ground users with low cost, low latency, flex-
ible access, and high data rate. The number of 
LEO satellites in total reaches about 5000 as of 
30 March 2021 [5], and it is expected to increase 
incredibly. Nowadays, many large companies 
show the ambition to build a mega constellation 
of LEO satellites that can provide 6G communi-
cations with global coverage such as SpaceX with 
the Starlink project, OneWeb, Amazon, Telesat, 
GW [5]. Controlling and designing beams for 
thousands of satellites in ISTNs are challenging 
problems in terms of computing, interference 
management, and data exchange.

To tackle with aforementioned problems, 
efficient clustering methods for satellites play a 
key role in 6G ISTNs. The orbit of LEO satellites 
changes rapidly over time while serving a huge 
number of users. This requires a processor with 
ultra-high computing capacity if using central-
ized approach.

Therefore, dividing large-scale terrestrial net-
works into multiple clusters of satellites helps 
to reduce the complexity of multibeam design. 
On the other hand, the overlapping areas of the 
coverage of adjacent satellites are usually large. 
Despite using mMIMO, the users in these areas 
still face high inter-beam interference in many 
cases. Thus, if the adjacent satellites are in the 
same cluster and communicate through inter-sat-
ellite links to cooperatively transmit the signal to 
their users, the interference is mitigated. More-
over, multiple satellites in each cluster can serve 
one ground user to reduce the number of hando-
vers when moving along their orbits.

When there is a lack of an efficient method for 
steering beams from satellites, ground users may 
face extremely high interference by other beams 
from both the same satellite and others. In par-
ticular, to serve one user, a satellite calibrates the 
coefficients to steer the main lobe of one beam 
toward the user. Due to the pattern of the lobe 
and the far distance between the transmitter and 
the receiver, other undesired users which are adja-
cent to the desired user receive a high power of 
interference from that beam. Therefore, apart from 
non-terrestrial networks, clustering is also necessary 
for grouping users before multibeam design.

On the other hand, with a finite number of 
antennas, each satellite can generate a maximum 
number of given beams toward users. To allocate 
efficiently beams toward massive users, ground 
users need to be clustered with the constraints of 
either latency, channel gain or fairness quality of 
experience (QoE), or even both of them. As such, 
each cluster of users is guaranteed to be served 
by one or more appropriate satellites.

Radio Resource Allocation for ISTN
Unlike terrestrial networks where the source of 
interference mainly comes from the frequency 
reuse of spectrum, the radio resource allocation 
in ISTN needs to carefully address the different 
kinds of interference, for example, intra-beam 
interference (the interference between the adja-
cent beams of the satellite), inter-beam interfer-
ence (the interference among multiple satellites), 
cross interference between satellites and terrestri-

Compared with GEO/MEO satellites, LEO satellites have more dominant advantages such as lower distance 
to the Earth, lower power consumption, and lower cost. Thus, using LEO satellites can support ISTNs in 
serving a huge number of ground users with low cost, low latency, flexible access, and high data rate.
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al networks [6]. As such, radio resource allocation 
to achieve highly efficient interference manage-
ment is a key aspect in ISTNs [7].

Similarly as in traditional terrestrial networks, 
precoding and beamforming strategies have been 
employed to mitigate the inter-beam interference. 
Several other well-known techniques have been 
considered to maximise the system through-
put including multicast precoding and multicast 
multigroup beamforming. One of the unique 
features of ISTN in dealing with radio resource 
management is the very heterogeneous user 
density. As such, user clustering algorithms must 
be also taken into account while designing the 
optimal multibeam for ISTN. Extensive efforts in 
the research community should be dedicated to 
efficiently suppress the inter- and intra-beam inter-
ference as well as cross interference by taking 
into account the users scheduling in designing the 
optimal multibeam ISTN. It is important to note 
that conventional precoding and beamforming 
design for terrestrial networks cannot be directly 
applied to ISTNs. Novel radio resource allocations 
frameworks should be developed to handle dif-
ferent levels of interference in hybrid space and 
terrestrial scenarios. 

Distributed Computing for Ultra-Low Latency ISTN
LEO satellites are promising to 6G ISTNs since 
their power consumption and propagation time 
are much less than the counterparts (GEO/MEO 
satellites). However, the speed of LEO satellites 
is very high since it only takes each LEO satellite 
from 90 to 120 minutes to complete its orbit. 
This causes the channel and locations of ground 
users to change rapidly relative to LEO satellites. 
In addition, different from conventional terrestrial 
networks, the propagation time to transmit the 
signal from satellites to ground users and vice 
versa is extremely high and cannot be reduced if 
access links are optimized. Thus, the requirement 
of designing multiple beams in real-time scenari-
os in large-scale ISTNs is crucial and also chal-
lenging. Distributed computing, which is efficient 
in dealing with large-scale problems in terrestrial 
networks, is also appropriate to be applied for 
multibeam design in ISTNs.

Distributed computing can be applied in 
many different forms in ISTNs. Distributed opti-
misation algorithms can be used to divide a 
complex multibeam-design problem into multiple 
sub-problems which are solved in parallel to take 
advantage of the capacity of multi-core chips. 
On the other hand, after clustering the satellites, 
ground computing stations, which are placed 
in the same or different geographic locations, 
can be used for processing independently the 
information from clusters. However, the prop-
agation time of the signal on feed links is really 
high, which causes high total latency. Another 
option is using independent satellites as process-
ing units that are connected to satellites of clus-
ters through inter-satellite links (i.e., laser links). 
Although high-speed data delivery offered by 
laser links supports in overcoming the latency 
of propagation, the computing capacity of com-
puting satellites is lower than the one of ground 
computing stations. Therefore, the trade-off 
between these two should be evaluated depend-
ing on the specific situations.

Methodology

Intelligent Multibeam 6G ISTNs Based on  
Machine Learning Algorithms

With the support of the high computational capac-
ity of recent computers, machine learning (ML) has 
been taking off in a wide range of fields such as 
computer vision, health care, finance, and many oth-
ers. ML is especially useful in the cases which have 
already occurred multiple times in the past (i.e., 
training data) and probably happen in the future.

In ISTN, it is expected that ML-aided multibeam 
gives the benefits of improving both computing 
time and accuracy. For example, depending on 
the trajectory of mobile users, ML algorithms are 
used for predicting both new locations and chan-
nel state information of users. Then, satellites can 
pre-calibrate parameters in precoding matrices. 
Another example is that due to the large cover-
age of satellites, areas within the coverage may 
have different weather conditions. Depending on 
the information on meteorology, ML algorithms 
can be used for predicting the weather (cloudy, 
rainy, snowy) and then changing the beamform-
ing strategy. Furthermore, elements in the ISTNs 
are clustered efficiently using ML algorithms with 
different objectives.

In spite of its outstanding benefits, applying 
ML for multibeam ISTN is still in its early stage. 
There are some promising ML algorithms (e.g., 
deep learning — DL, reinforcement learning — RL, 
federated learning — FL) which are expected to 
play an important role to achieve intelligent mul-
tibeam 6G ISTN. Overall, these algorithms need 
a high amount of data for training to optimise a 
loss function or a reward function that is designed 
depending on the given objectives. While DL tries 
to mimic the actions in scenarios of training data, 
RL can learn not only from given data but also 
from data generated by itself to obtain a better 
solution. With this characteristic, RL is suitable to 
use for intelligent multibeam ISTN with time-vary-
ing channels, especially along with digital twin. A 
digital twin which is used as an emulated model 
of ISTN generates the data for the training phase 
in RL. Therefore, multibeam systems based RL 
must be robust to risks in the future since these 
risks are expected in the training phase using the 
digital twin. Both DL and RL need all essential 
data in the entire networks since they are central-
ized algorithms. This causes issues on high data 
exchange, high complexity, and even privacy of 
users. Therefore, a better alternative option is FL, 
which is training in multiple packages of local data 
and then aggregating at the central processor 
without any local data exchanging. On the other 
hand, ML clustering algorithms also improve the 
network performance of ISTNs without any train-
ing process. For example, if adjacent users are 
served by two beams from one satellite or two 
different satellites, the intra-beam or inter-beam 
interference is extremely high. To overcome this 

In ISTN, it is expected that ML-aided multibeam gives the benefits of improving both computing time 
and accuracy. For example, depending on the trajectory of mobile users, ML algorithms are used for 

predicting both new locations and channel state information of users.
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problem, the K-means clustering algorithm which 
is unsupervised learning is used for clustering 
ground users. Adjacent users are in a cluster and 
are served by one beam only. Therefore, the inter-
ference is effi  ciently mitigated by using a ML clus-
tering method.

ultrA-low lAtency MultIbeAM 6g Istn bAsed on 
reAl-tIMe optIMIzAtIon frAMework

Real-time optimization, where the execution time 
for obtaining the solution of an optimisation prob-
lem (OP) is stringently limited, is applied in sensi-
tive-time systems. In 6G, real-time is expected to 
be a mandatory requirement in almost all OPs. 
There are three factors infl uencing execution time: 
the complexity of the OPs, the complexity of the 
solving algorithms, and the computing capacity of 
processors. Firstly, to deal with the high complex-
ity of the original OP which is usually non-convex 
in ISTN, methods of alternative convex functions 
(minimisation problems) or alternative concave 
functions (maximisation problems) are investigat-
ed in many studies. All non-convex functions in 
the OP are converted into convex functions to 
form a convex OP that can be solved eff ectively 
by programming tools. If only one iteration takes 
place in approximation, the gap between original 
functions and alternative functions is very high. 
Therefore, an iterative algorithm is used with each 
loop being one approximating time. Secondly, 
distributed methods are proposed to reduce the 
complexity of solving algorithms. Using distribut-
ed methods supports dividing a large-scale OP 
into multiple sub-OPs of low-complexity which 
can be simultaneously solved by multiple concur-
rent threads. However, distributed methods face 
challenges in accuracy and synchronisation. The 
third factor to achieve real-time optimisation is 
the computing capacity of processors. Computing 
operations can be executed at ground stations or 
in the cloud. However, the latency witnesses a 
considerable increase by adding more propaga-
tion time. Another option to tackle this problem 
is using distributed satellites as units that are only 
used for processing and storage.

Multibeam design for ISTNs can be expressed 
by optimisation problems with the variables being 
radio resources such as power, bandwidth, time, 
or coeffi  cients in precoding matrices. The OPs are 
usually non-convex since the objective functions 
and constraints are non-convex. Moreover, due 
to a huge number of ground users and large-array 
antenna platforms, the complexity of these prob-

lems is so high that processing in ultra-low latency is 
impossible if the problems are solved directly. Thus, 
the combination of considering the three aforemen-
tioned factors to reduce the solving time for multi-
beam design problems should be studied in order 
to design multiple beams to serve a massive num-
ber of users in real-time scenarios of ISTNs in 6G.

Qoe fAIrness for 6g Istn bAsed on gAMe theory Models
In ISTNs, the QoE fairness is essential. Due to the 
large coverage of satellites, an ISTN usually serves 
so many diff erent ground user devices with diff erent 
applications or services. In addition, users using one 
service require diff erent technical constraints from 
the others, and their satisfaction may come from 
subjective factors. QoE which is defined in differ-
ent ways is a metric to evaluate the satisfaction of 
users. The optimal solution of OPs such as energy 
effi  ciency (EE) maximisation, throughput maximisa-
tion, power minimisation, and interference minimisa-
tion, yet without considering QoE, could give a very 
good experience to some users while some others 
only receive the minimum quality of service with the 
strict constraints. Therefore, fairness is not guaran-
teed, which can not keep users satisfi ed.

Game theory (GT) is a powerful tool to improve 
QoE while maintaining fair QoE for multibeams in 
6G ISTNs. Figure 2 describes the way GT is used 
for solving problems of multibeam design in 6G 
ISTNs. According to the changes in channel gain or 
locations in the physical world of ISTNs, the param-
eters of the game are updated. Then, techniques 
or optimisation methods are used for the game to 
achieve the equilibrium in which optimal beams 
are steered toward appropriate users. The solution 
at this state is used for controlling the coeffi  cients 
in precoding matrices of satellites. In contrast with 
the approach of multi-agent reinforcement learning 
in the design of multibeams in the ISTN [8], game 
theory does not require data for training, and dis-
tributed optimisation techniques can be employed 
easily to obtain the equilibrium more quickly.

IntegrAted sAtellIte And 
terrestrIAl networks: cAse studIes

MAchIne leArnIng reAl-tIMe optIMIsAtIon for 
clusterIng In Istns AIded dIsAster relIef

In this section, we apply the interplay of practi-
cal optimisation and deep neural network (DNN) 
model to design a cluster deployment of ISTN over-
lay with UAVs in real-time context of disaster relief. 
When we consider real network models with large-
scale scenarios, conventional optimisation (Conv. 
OP) methods are implemented with an enormous 
amount of time and computing resource. To over-
come this drawback, a learning-aided optimisation 
approach (DNN-OP) based on DNN models com-
pletely off ers the real-time deployment of UAV-en-
abled cognitive radio networks [9, 10]. 

Similarly as in our previous works [11, 12], our 
simulation is performed using a PC having a AMD 
Ryzen 7 2700X, CPU @3.7GHz and 32GB memory. 
A network model consisting of one LEO satellite is a 
circle coverage with a radius of up to 2000m, K IoDs 
randomly distributed within the coverage area, the 
UAV’s altitude of up to 150m, the carrier frequency/
bandwidth at fc = 2 GHz/B = 10 MHz (see more in 

FIGURE 2. A fl owchart for game theory in ISTNs.
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[12]). Figure 3 shows the model of learning-based 
optimisation by using the DNN and the execution 
time of the UAV deployment under different sce-
narios of the number of UAVs (M) and the number 
of IoDs (K). The results in Fig. 3 demonstrate that 
our proposed learning-aided optimisation based on 
DNN model off ers a real-time deployment of UAVs 
even when large-scale networks are involved. Mean-
while, the accuracy metric, defi ned by the average 
similarity of the results between Conv. OP and 
DNN-OP approaches, is still very high.

reAl-tIMe optIMIzed MultIbeAM And
power AllocAtIon In Istns

Following the aforementioned statements, cluster-
ing for both satellites and ground users, which is 
illustrated in Fig. 4a, plays important role in ISTNs. 
In this case study, we investigate the efficiency 
of a joint optimisation framework for multibeam 
design by clustering only users and allocating 
power to satellites in ISTNs. Our system model 

consists of four LEO satellites and multiple ground 
users with the assumption that each user is only 
served by one satellite using full bandwidth. For 
clustering users, the objective is to simultaneous-
ly minimise transmission time and maximize the 
channel gain using a trade-off value with a con-
straint of minimum transmission time. Then, to 
allocate the optimal power for beams, a network 
EE maximisation problem is formulated subject to 
the constraints of the maximum transmit power of 
each satellite and minimum data rate each user 
requires. To obtain the solution, coalition game 
and bisection search algorithm are used for solv-
ing the clustering problem and power allocation.

For simulation, four satellites are uniform-
ly located in a considered area of 2000  2000 
km. Each satellite equipped with 100 antennas 
for generating a maximum of 25 beams has an 
altitude of 1000 km to the Earth. Additionally, 
the maximum transmit power of each satellite is 
20 dBW while the circuit power is 10 dBW. In 
terms of communications, the channel model is 

FIGURE 3. A learning-based optimization model by amalgamating DNN and the execution time of clustering&deployment scheme under 
Conv. OP and DNN-OP approaches.

FIGURE 4. Typical clustering models in ISTNs. In 4b, red triangles represent satellites while blue circles are ground users, and multibeams 
from satellites to users are denoted by black lines: a) A theoretical clustering model; b) A practical game-based clustering model.
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designed with the Boltzmann constant of 1.38  
10–23, receiver noise temperature of 235.3 K, the 
total bandwidth of 500 MHz, and the normali-
sation of noise variance of 1. Other parameters 
are the minimum transmission time of 6.7 ms, the 
minimum data rate of 0.2 bits/Hz, and the trade-
off value of 0.5 between transmission time and 
channel gain. After clustering using the coalition 
game, the direction of beams toward 80 users 
from four satellites are shown in Fig. 4b.

To demonstrate the efficiency of multibeam 
design using the gaming clustering method and real-
time power allocation, we introduce two more tra-
ditional methods as benchmarks. With a random 
clustering method, users are served by randomly 
chosen satellites. An equal power method divides 
the maximum power of each satellite by the number 
of its users and allocates it to each beam. Figure 5 
reveals how the number of users in the range from 
20 to 70 affects the network EE in our method and 
two traditional methods. Overall, the EE of the joint 
game theory and power allocation is always great-
est in all cases with different numbers of users. The 
increase in EE by methods using coalition game for 
clustering is higher than the one of the method using 
random clustering. This proves that clustering users 
using the effective method improves considerably 
the network EE, especially with a high number of 
users. On the other hand, we further investigate the 
execution time of game theory based on clustering 
and power allocation, and the detailed results are 
shown in Table 1. A laptop with Intel Core i5-5200U 
CPU @2.2 GHz and 4 GB RAM memory is used 
for computing results. The execution time of these 
methods is low enough to achieve real-time opti-
mized multibeam for given scenarios of ISTNs with 
the time constraint being less than tens milliseconds.

Open Research Directions and Challenges

Digital Twin-Aided Optimal Multibeam 
Design in 6G ISTNs

For joint optimal multibeam design between satel-
lites and ground users, one of the main problems 
is that the latency of the link from satellites to users 
is much higher than those of the terrestrial links. As 

such the multibeam design must carefully address 
the frequent satellite handover which may cause 
the inconsistent multibeam on the ground. It is 
even more challenging for ISTN to support high-
speed immersive services for a massive number of 
users. By offering a real-time two-way interaction 
between physical and virtual worlds, digital twin 
has been considered as a promising technology for 
many time-sensitive applications in manufacturing, 
aviation, healthcare, intelligent transport systems, 
and smart cities. As such, digital twin can be a key 
enabler to support robust and resilient multibeam 
design for ISTN. Recently, digital twin has been 
considered to solve the aforementioned challenge 
of satellite communications, for example, digital 
twin-assisted satellite routing scheme is introduced 
to enhance the reliability between satellites and 
ground users. In addition, the joint cache place-
ment and beamforming design in ISTN networks 
has been considered in [13], which can lay some 
initial foundation on the joint optimal design of 
communications, computing, and caching for digi-
tal twin-assisted ISTN.

In spite of frequently moving, the satellites orbit 
can be predictable and therefore their parame-
ters can be estimated. However, due to the fast 
movement of satellites and long-distance commu-
nication, it is really a major challenge to design 
the multibeam to match the real-time perspec-
tive between satellite and terrestrial networks. By 
incorporating digital twin framework into ISTNs, 
unknown information from satellite networks can 
be interpreted and reproduced, which can facili-
tate the joint multibeam design and radio resource 
management as well as prevent the inter-beam and 
intra-beam interference among multiple satellites.

Quantum-Inspired Optimization and Machine  
Learning for Optimal Multibeam Design in 6G ISTN

Another important issue involving in the dynamic 
topology and rapidly changing positions of sat-
ellites is the frequent satellite handover, which 
reduces the utilisation of multibeam design. More-
over, due to the fact the degradation of turbu-
lent atmosphere of the Earth is higher than the 
noise, the unbalanced channel exists between the 
downlink (i.e., satellite-to-ground) and uplink (i.e., 
ground-to-satellite) of ISTN cannot be overlooked 
when designing the optimal radio resource alloca-
tion [14]. In other words, the impact of turbulent 
atmosphere is more severe in the uplink com-
pared to the downlink, leading to the fact that 
the degradation of the ground-to-satellite is signifi-
cantly comparable to that of satellite-to-ground. 
As a result, the large dissimilarity in the uplink 
makes its beam more random and render to 
higher loss in the uplink than the downlink. To 
overcome this obstacle, by exploiting the effec-
tive quantum-space impact in the noisy environ-
ment, quantum-based satellite communications 
with LEO has been considered as a key enabler in 
supporting global quantum Internet [15].

Another application of quantum computing in 
ISTN is to investigate the use of quantum comput-
ing in optimisation and machine learning that can 
alleviate the complex optimal resource allocation 
of ISTN in supporting the large-scale deployment of 
extremely immersive mission-critical services such as 
virtual reality, augmented reality, and tactile Internet. 

FIGURE 5. A comparison in the EE performance between the method using the 
combination of coalition game and bisection search, and the others consist-
ing of random clustering and equal power.
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To support these services with highly demanding 
constraints of high data rates, ultra-reliable, and low 
latency, quantum-inspired optimisation and machine 
learning solutions are urgently needed. 

Conclusions and Future Works
In this article, inspired by the advances of sat-
ellites technology, we have investigated the 
optimal multibeam design and user clustering 
to improve the interference management of 
ISTN for supporting a massive number of users 
with diverse real-time services. We proposed a 
machine learning-aided real-time optimisation 
scheme for optimal multibeam and clustering 
for ISTN to efficiently suppress the interference 
coexisting between the satellites and terrestrial 
networks. Several important mathematical opti-
misation approaches empowering the optimal 
multibeam design and clustering algorithms have 
been introduced including real-time optimisation 
with machine learning and game theory. As case 
studies, we have demonstrated the advantages of 
our proposed schemes in several practical scenar-
ios of ISTN including machine learning-assisted 
real-time optimisation for clustering and real-time 
optimal multibeam and power allocations. Finally, 
several potential topics in ISTNs with digital twin 
technology and quantum computing have been 
introduced as future research direction. Although 
there are still persistent challenges, research 
efforts have been extensively made to fully realize 
this promising ISTN candidate for 6G networks.
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TABLE 1. The average execution time spent for 
clustering and PA when the number of ground 
users changes.

Number of IoDs 20 30 40 50 60 70

Game theory based 
clustering (ms)

1.14 1.77 2.27 3.50 6.26 10.10

Power allocation (ms) 1.01 1.13 1.14 1.25 1.31 1.38
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