Abstract—We investigate the joint optimization problem of stochastic computation offloading, content caching strategy, and dynamic resource allocation to maximize the energy efficiency of mobile edge computing in Internet-of-Things. Specifically, we propose a quantum deep reinforcement learning algorithm to exponentially increase the caching learning speed and content caching delivery efficiency in multi-dimensional continuous and large action spaces. Furthermore, we utilize the modified Grover’s algorithm with faster computation time to improve the processing efficiency and data-content retrieval for transition quantum state probabilities. The numerical results show that our proposed quantum machine learning scheme significantly outperforms other benchmarks in terms of energy-efficiency maximization subject to transmission power, energy consumption, and transmission latency.
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I. INTRODUCTION

In the rapidly evolving Internet-of-Things (IoT), where an ever-increasing number of heterogeneous devices are connected to generate a massive amount of data, efficient content delivery and management have become vital. One of the key challenges in such dynamic IoT environments is to ensure timely access to relevant content while minimizing network congestion, transmission latency, and energy consumption. This is where a well-designed content caching strategy for fast processing efficiency plays a critical role. Because IoT devices are battery-powered and resource-constrained with low computing capacity, they can hardly support compute-intensive, time-critical, and latency-sensitive ubiquitous applications and services, such as autonomous vehicles, robotics, augmented reality, and virtual reality. Due to the stochasticity and high dimensionality, the use of traditional optimization methods introduces complexities and challenges in task offloading and content caching to the mobile edge computing (MEC) server, making it computationally expensive for a dynamic IoT environment [1].

A joint strategy of task offloading, distributed resource allocation, and service caching has been optimized to reduce communication latency and energy consumption [2]. A joint optimization of computational task offloading and content caching algorithms was studied to minimize the weighted sum of task execution latency and energy consumption for users [3]. A computational task offloading problem in dynamic MEC-enabled IoT networks has been investigated to minimize the long-term average service cost by considering the power consumption and buffering delay [4]. In [5], a joint optimization problem for content caching strategy, offloading task, and resource allocation is proposed to minimize the average transmission latency in the IoT network. An actor-critic reinforcement learning (RL)-based algorithm is modelled as Markov decision process (MDP) to improve the joint decision-making problem to obtain a stochastic control policy. Notwithstanding, these algorithms pose crucial challenges in real-time scenarios since the joint optimization for high-dimensional discrete-continuous sequential decision problems is practically intractable and too complicated to be solved effectively.

Very recently, quantum machine learning (QML), which combines the principles of quantum mechanics with machine learning schemes, has gained tremendous attention in the industrial and academic communities. QML can potentially solve complex mathematical equations and generate simulations faster than their classical counterparts. In large-scale dynamic environments, where multifaceted computations can become increasingly complex, quantum-based techniques can offer a promising advantage in increasing processing speed [6]. QML exploits quantum superposition principles and quantum parallelism to explore multiple quantum states and evaluate different policy updates simultaneously. A deep reinforcement learning (DRL) with quantum experience replay has been proposed to achieve a better training paradigm compared to the traditional machine learning approach [7]. A quantum-inspired RL algorithm was considered to optimize the trajectory of unmanned aerial vehicle communications [8].
A quantum-based offloading strategy and communication resource allocation algorithm are proposed to reduce the task processing latency in MEC-based Internet-of-Vehicles (IoV) [9]. Nonetheless, in highly dynamic IoV environments, a massive number of vehicles generate significant data, which requires complex real-time adaptive decisions. Scaling a quantum-inspired DRL algorithm to handle a large volume of content is challenging. Again, the above-mentioned studies only solve the expected reward function maximization using the conventional DRL approaches, which are practically intractable. These approaches become challenging and unpredictable due to the high computational complexity of the increasingly large and multi-dimensional discrete action spaces. Very recently, a quantum computing-supported machine learning algorithm has been applied to solve the joint optimal design for communication and computation of MEC-based IoT systems [10], [11]. However, the work did not consider optimizing adaptive caching policies in real time, which can be challenging in highly dynamic IoT environments.

Inspired by the above-mentioned works, we jointly optimize dynamic resource allocation, content caching strategy, and computation offloading policy to maximize energy efficiency in dynamic large-scale IoT networks. In a quantum uncertainty environment, we propose a novel quantum DRL (QDRL) algorithm to exponentially improve the optimal content caching and data retrieval efficiency in multidimensional continuous action

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider a MEC-enabled system with \( L \) servers to provide computing services to \( K \) IoT devices connected to the base stations (BSs). Each IoT device \( k \in K = \{ 1, \ldots, K \} \) is wirelessly charged and its computationally intensive task is processed in a timely manner at each time interval \( \tau \in T = \{ 1, 2, \ldots \} \). Each computation task is either executed locally or offloaded and computed at the MEC server \( l \in L = \{ 1, \ldots, L \} \). The distributed MEC servers are mostly energy and resource constrained and have limited computational capabilities in complex, dynamic environments. However, dynamic IoT environments require real-time adaptation to changing content popularity, user preferences, and network conditions. With static policies and delayed cache updates, traditional caching predictions can become inaccurate, leading to inefficient caching decisions and suboptimal utilization of cache resources. Therefore, we integrate a quantum function into the MEC caching learning and caching processing speed for the dynamic environment.

B. Computation Model

The IoT device produces a computationally intensive and latency-sensitive task to proceed locally or offload to the MEC server. We elaborate the processes as follows.

1) Local Computing: Let \( J = \{ 1, 2, \ldots, j \} \) be the tasks in which the \( k \)-th IoT device can generate a \( j \)-th computation-intensive task of \( C(k,j) = (|\varphi_{k,j}(\tau)|, |\tilde{f}_{k,j}(\tau)|, |\tau_w|_{k,j}) \) in the time slot \( \tau \), where \( \varphi_{k,j} \) represents the input data (in bits), \( f_{k,j} \) is the CPU frequency (in cycles) to complete the task and \( \tau_w \) is the processing latency (in ms). We assume \( \varphi_{k,j} \in [0,1] \), where \( \varphi_{k,j} = 0 \) means the IoT device executes the task locally. We define the task processing latency locally \( \psi_{k,j}^l(\tau) \) for computing resources at the time slot \( \tau \) as

\[
\psi_{k,j}^l(\tau) = \frac{\lambda_k}{\mu_{k,j}(\tau) + q_{k,j}(\tau)},
\]

where \( \mu_{k,j}(\tau) \) represents the computing resources; \( \lambda_k \) is the task required in CPU cycles, and \( q_{k,j}(\tau) \) is the local queuing delay at time slot \( \tau \). Therefore, the energy consumed locally \( e_l \) within the time interval \( \tau \) is given by

\[
e_l(\tau) = \lambda_k(\tau)\tilde{f}_{l,\text{max}}, \text{ where } \tilde{f}_{l,\text{max}} \text{ is the maximum computation capacity assigned through the uplink transmission power.}
\]

2) Computation Offloading: When \( \varphi_{k,j} = 1 \), we assume that the task is transferred to the MEC server for processing. Taking into account the time for data upload and execution, the offloading task latency \( \psi_{k,j}^o(\tau) \) can be defined as

\[
\psi_{k,j}^o(\tau) = \psi_{k,j}^o(\tau) + \omega_{k,j}(\tau),
\]

where \( \omega_{k,j}(\tau) \) represents the task upload processing at time slot \( \tau \) and \( d_{k}(\tau) \) is the data upload. The corresponding energy consumption to offload the task to the MEC server in time slot \( \tau \) is given as

\[
e_o(\tau) = p_{k,j}(\tau)\psi_{k,j}^o(\tau),
\]

where \( p_{k,j}(\tau) \) is the transmission power in time slot \( \tau \). Hence, the total power consumption \( P_T(\tau) \) for task processing at time slot \( \tau \) is defined as

\[
P_T(\tau) = P_c + \vartheta \sum_{k=1}^{K} \sum_{j=1}^{J} [e_l(\tau) + e_o(\tau)], \text{ where } P_c \text{ is the circuit power consumption and } \vartheta \in [0,1] \text{ indicates the power amplifier efficiency.}
\]

C. Caching Model

Since computation offloading between the IoT devices and the BSs causes an extra network communication latency and energy consumption, we model the caching decision as \( \lambda_k(\tau) \in \{ 0,1 \} \) with respect to the IoT device at time slot \( \tau \). When \( \lambda_k = 1 \), the MEC server caches the task offload and \( \lambda_k = 0 \), otherwise. Thus, the storage capacity \( C_{\text{C}} \) of the MEC server in caching of resources in the time slot \( \tau \) can be expressed as

\[
C_{\text{C}}(\lambda_k) = q_{k,j}(\tau)R_{k,j}(\tau),\text{ where } q_{k,j}(\tau) \text{ represents the caching content request rate in the time slot } \tau \text{ and } R_{k,j}(\tau) \text{ denotes the caching reward.}
\]

D. Communication Model

The MEC server divides the system bandwidth \( \mathcal{W} \) into orthogonal subchannels for data transmission. Each subchannel is assigned a maximum one IoT device to avoid interference and minimize energy consumption in real-time scenarios. The maximum achievable data rate for uplink transmission can be expressed as

\[
R_k(\tau) = W \log_2 \left( 1 + \frac{p_{k,j}(\tau)q_{k,j}(\tau)}{\alpha_{k,i} \sum_{k=1}^{K} \sum_{j=1,j \neq i}^{J} p_{k,i}(\tau) + \sigma_k^2} \right),
\]

where \( W \) is the system bandwidth, \( p_{k,j}(\tau) \) is the transmit power at time slot \( \tau \), \( q_{k,j}(\tau) \) is the channel gain, \( \alpha_{k,i} \) indicates the large-scale fading channel coefficient, and \( \sigma_k^2 \) is the complex Gaussian noise density.

Given a limited computation constraints at each IoT device, the energy efficiency \( \eta \) in bit/Joules can be written in terms
of the power allocation $\mathcal{P}$, the user scheduling $\mathcal{U}$, and caching content strategy $\mathcal{C}_t$ at the time slot $\tau$ as follows:

$$\eta(\tau)[\mathcal{P}, \mathcal{U}, \mathcal{C}_t] = \frac{R_k(\tau)[\mathcal{P}, \mathcal{U}, \mathcal{C}_t]}{\mathcal{P}_T[\mathcal{P}, \mathcal{U}, \mathcal{C}_t]}.$$ (2)

E. Formulation of Offloading Task Problem

We aim to maximize the energy efficiency of the considered networks by jointly optimizing computational task offloading, content caching strategy, and dynamic resource allocation while maintaining latency requirements. Mathematically, the joint energy efficiency optimization problem can be written as follows:

$$\max_{(\mathcal{P}, \mathcal{U}, \mathcal{C}_t)} \eta_{EE}(\mathcal{P}, \mathcal{U}, \mathcal{C}_t)$$ (3a)

s.t. $0 < p_{k,i}(\tau) \leq P_{max}, \forall k \in K, i \in L$ (3b)

$0 < r_{min} \leq R_k(\tau), \forall k$ (3c)

$$\sum_{k \in K} \lambda_k(\tau) \varphi_{k,j}(\tau) \leq C_G, \forall k$$ (3d)

$$\sum_{k \in K} \lambda_k, i(\tau) \leq 1, k \in K,$$ (3e)

$$\lambda_k, i(\tau) \in \{0, 1\}, \forall i \in I, k \in K,$$ (3f)

where (3b) denotes the transmit power constraint $P_{max}$; (3c) maintains the QoS requirement at IoT device and $r_{min}$ is the minimum data rate requirement; (3d) means that cached contents must not exceed the storage capability $C_G$; (3e) and (3f) ensures the assignment of BS to handle the IoT devices. In dynamic large-scale IoT environments, (3a) is considered a mixed discrete-continuous nonconvex problem and NP-hard with no practical solutions. Applying conventional caching optimization techniques is much challenging with high computational costs and longer convergence time. Therefore, we propose a quantum-enhanced DRL-based caching algorithm to exponentially increase the processing efficiency and data retrieval capability in high-dimensional and complex search spaces.

III. PROPOSED QDRL ALGORITHM DESIGN

Due to the intractability of (3a), the use of conventional cache optimization methods is challenging. Conventional cache optimization methods struggle to dynamically adapt to the exploration-exploitation trade-off as the environment changes. In this section, we investigate an innovative method that focuses on continuous learning and real-time adaptive decision, making it more suitable for situations where the environment evolves over time.

A. Markovian Stochastic Computation Model

We transform the offload problem in (3a) into an MDP form and solve it using the proposed QDRL algorithm to obtain a stochastic optimal policy control. MDP is defined in 4-tuple, expressed as $(\mathcal{S}, \mathcal{A}, \mathcal{R}, P, \gamma)$ with $\mathcal{S}$, $\mathcal{A}$, $P(s, s')$ being the set of state space, action space, the transition state probability, respectively. We define the formulation of the MDP-based optimization problem as follows:

1. System state space: At each time step $\tau$, the DRL agent detects the set of observations, denoted as $\mathcal{S}_\tau \in \mathcal{S}$; $s_k(\tau) = [p_{k,j}(\tau), \varphi_{k,j}(\tau), W_k(\tau)]$.

2. System action space: A DRL agent takes action $a_k \in [0, 1]$; $a_k(\tau) = [\varphi_{k,j}(\tau), p_{k,j}(\tau), \varphi_{k,j}(\tau), l_{max}, \lambda_k, i(\tau)]$.

3. System reward function: The DRL agent uses a policy strategy of $\pi(\mathcal{A} | \mathcal{S}) = \mathcal{P}(\mathcal{A} | \mathcal{S}_\tau)$ to attain a state transition probability of $P(s_{\tau+1} | s_\tau, a_\tau)$ for the next state $s_{\tau+1}$. In MDP, the value function $V^\pi(s)$ within a state $s$ subject to a policy $\pi$, is the expected return for all $s \in \mathcal{S}$ and can be shown as

$$V^\pi(s) = \sum_a \pi(a | s) \left\{ \sum_{s', r} P(s', r | s, a)[r + \gamma V^\pi(s')] \right\},$$ (4)

where $P(s' | s, a)$ is the probability function of the state transition matrix and $\gamma$ is the discount rate, i.e., $0 \leq \gamma \leq 1$. The DRL agent adapts the resource scheduling and unceasingly updates its strategy to maximize the expected rewards in the long term. Therefore, following a similar approach as in [10], the optimal action-value function $Q^*$ can be written as

$$Q^*(s, a) = \sum_{s', r} P(s', r | s, a) \left\{ r + \gamma \max_{a'} Q^*(s', a') \right\},$$ (5)

B. Quantum-Inspired Deep Reinforcement Learning Approach

1) Quantum States Representation of Quantum Machine Learning: Let $|\mathcal{S}\rangle = \sum_{k} a_k |s_k\rangle$ and $|\mathcal{A}\rangle = \sum_{k} a_k |a_k\rangle$ respectively be the orthogonal set of eigenstates $|s_k\rangle$ and eigenactions $|a_k\rangle$, for computational basis $2^q$ and $2^c$ in the Hilbert spaces. Therefore, the unitary transformation can be written as

$$|\mathcal{S}_\tau^{(q)}\rangle \rightarrow |\mathcal{S}_\tau^{(g)}\rangle = \sum_{S=00...0} C_S |S\rangle, \sum_{S=00...0} |C_S|^2 = 1,$$ (6)

$$|\mathcal{A}_\tau^{(c)}\rangle \rightarrow |\mathcal{A}_\tau^{(c)}\rangle = \sum_{A=00...0} C_A |A\rangle, \sum_{A=00...0} |C_A|^2 = 1,$$ (7)

where $\omega$ and $\mu$ indicate the eigenstates and eigenactions, $q$ and $c$ are the number of qubits, respectively [6]. We set the quantum states $|0\rangle$ and $|1\rangle$, where the quantum superposition enables the representation of qubits in multiple states simultaneously and quantum parallelism accelerates content data processing, making IoT systems more responsive. Therefore, a system of $q$ qubits can only assume the quantum states with probability amplitudes of $|x\rangle_2^{q-1}$ and $|x\rangle_2^{2c-1}$, respectively.

2) Quantum Machine Learning-Based Policy and Updating: The intelligent agents select their actions to enhance real-time adaptive decisions in dynamic environments. The accumulated expected reward function maps the state-action space pair as $f(s) = \pi : S \rightarrow A_i$. From a unitary matrix based on the parallelism on quantum representation states $2^q$, the temporal-difference to update value function $V$ according to immediate reward is given as

$$V(s) \leftarrow V(s) + \varepsilon \left\{ R + \gamma V(s') - V(s) \right\},$$ (8)

where $\varepsilon$ denotes a learning rate and $\gamma \in [0, 1]$. 
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C. Proposed QDRL Algorithm

Our proposed QDRL algorithm is based on the modified Grover’s search algorithm design. In Grover’s quantum algorithm, an element \( N \) is searched in an unsorted database in \( O(\sqrt{N}) \) time, which is exponentially faster than classical algorithms that require \( O(N) \) time and a quantum register to represent eigenfunctions of \( N \) is initialized. Under time-varying channel conditions, the Grover iterations obtain the optimal computation policy for unstructured search in a multidimensional large-scale IoT environment.

Let \( \pi: A \times S \rightarrow [0, 1], \pi(a,s) = P(a_r = a \mid s_r = s) \) represent the policy mapping state to action. We assume that \( f(A_s) = |A|^{(c)} \) denotes the action space taken at the state, where the modified Grover algorithm is implemented with an action having a higher reward function to update the probability amplitude. Hence, we implement the modified Grover search algorithm via the following procedure.

1) Initialization Phase: We define the unitary operator of oracle \( U_0 \) on the computational basis state \( |\phi\rangle \) as \( U_0|\phi\rangle = (-1)^f(\phi)|\phi\rangle \). Let a system have \( D = 2^c \) quantum states representation of \( c \) qubit strings. First, we construct the equally weighted superposition of all eigenstates

\[
H^\otimes c|00 \cdots 0\rangle = \frac{1}{\sqrt{2^c}} \left( \sum_{A=(00 \cdots 0)}^{2^c - 1} |A\rangle \right).
\] (9)

From the Hadamard gates \[12\] with initial states \( |0\rangle \), we obtain

\[
f(A_s) = |A^{(c)}_0\rangle = \frac{1}{\sqrt{2^c}}|A\rangle + \sqrt{\frac{2^c - 1}{2^c}}A^\perp),
\] (10)

where \( \langle A|A^{(c)}_0\rangle = 1/\sqrt{2^c} \). We initialize the probability amplitude as \( 1/\sqrt{2^c} \) to improve the complex quantum state vector and the system observations.

2) Applying the Quantum Oracle: Let \( |\phi\rangle \in \{0, 1\}^c \) represent the oracle functions on computational states with a returned function output \( f(\phi) = 1 \). We construct the quantum oracle \( O_1 \) for the proposed algorithm by:

\[
|\psi_1\rangle : |A^{(c)}_1\rangle = \frac{1}{\sqrt{2^c}}|A\rangle + \sqrt{\frac{2^c - 1}{2^c}}A^\perp),
\] (11)

where \( |A^\perp\rangle \equiv \frac{|0 \cdots 0\rangle - |1 \cdots 1\rangle}{\sqrt{2^c}} \).

3) Using the Operator of Quantum Diffusion: Let \( G_o = O_1(2|\psi_0^N\rangle\langle\psi_0^N| - I) \) signify the operator of Grover’s iteration. By using the unitary transformation, the Grover iteration can be expressed as:

\[
|\psi_2\rangle : |\psi_1\rangle \xrightarrow{G_o} \left( [2|\psi_0^N\rangle\langle\psi_0^N| - I]|\psi_1\rangle \right)^{\otimes N} \approx |A\rangle |A^\perp\rangle,
\] (12)

where \( F \) denotes the Grover iteration time and \( I \) is the unit matrix. The Grover search algorithm \( U_{G_o} \) for \( N \) iterations over \( |\psi_0^N\rangle \), is given by:

\[
U_{G_o}|\psi_0^N\rangle = \sin(2N + 1)|A\rangle + \cos(2N + 1)|A^\perp\rangle,
\] (13)

where \( |A^\perp\rangle = \sqrt{\frac{1}{2^c}} \sum_{A \neq A_s} |A\rangle \), \( \sin \theta \equiv \langle \psi_o |\psi_0^N\rangle = 1/\sqrt{2^c} \). One Grover iteration rotates \( |A_s\rangle \) by \( 2\theta \).

Algorithm 1: Proposed QDRL Algorithm for Caching System

| Input: \( I \leftarrow \text{unity matrix}; \psi \leftarrow \text{computational state basis} \) |
| Output: \( R \) (accumulated expected reward) |

1. Initialize \( V(s), |S^0\rangle, |A^{(c)}_0\rangle \) |
2. Initialize \( \tau = 0 \) |
3. For \( 0 \leq \psi \leq \psi_{\text{max}} \); \( \psi = \psi_{\text{max}} \); \( \psi = \psi + 1 \) do |
4. While \( \tau > \psi \) do |
5. Observe \( f(\psi) = |A^{(c)}_\tau\rangle \) to obtain \( |A\rangle \) |
6. If \( |A\rangle \) obtained, take the next state \( |S^\tau\rangle \) and \( R \) |
7. Construct the quantum states in (9) |
8. Compute the Hadamard transformation using (10) |
9. Else |
10. Update the Grover’s iterations of caching request \( 2|\psi^{(c)}_\tau\rangle\langle\psi^{(c)}_\tau| - I \) |
11. Content caching \( K_\tau \leftarrow R \) (reward) |
12. Update \( \tau \). |

| Author: | \( \sum |C_s|^2 = 1 \), the probability amplitude is normalized after each updating |
| By computing the eigenaction \( |A\rangle \), the probability amplitude \( |\psi_0^N\rangle \) value can be updated through quantum collapse postulate to significantly improve quadratic speed |

Algorithm 1 illustrates the practical implementation of the proposed algorithm. However, the proposed algorithm faces the time complexity, coming from the Grover’s iteration and updating of state-value \( V(s) \). Hence, the total time complexity is given by \( O(N \times (|N| \times O(D)) + |\sqrt{N}|) \).

IV. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we compare the performance of the proposed algorithm with benchmarks using a quantum virtual machine with the support of Python and Pytorch. For the system setup, the IoT devices are randomly distributed in a single cell radius of 200 m \( \times \) 200 m, the bandwidth is 1 MHz, the energy of the IoT devices is initiated at 10 mJ, the transmission power is 2 dBm, and the SINR threshold is 16 dB [10].

Fig. 1 illustrates the learning performance of the proposed QDRL algorithm through the training episode. To rapidly optimize resource utilization, we integrated quantum features into a caching system with data processing to enhance real-time responsiveness. The caching strategy accelerates data
Initially, we observe that all algorithms achieve similar energy performance. However, as the number of episodes increases, the proposed algorithm achieves higher energy efficiency to improve the performance of content caching.

V. CONCLUDING REMARKS

We investigated the computational task offloading problem, with the aim of jointly optimizing dynamic resource allocation, computational offloading, and content caching strategies to maximize the system’s energy efficiency while satisfying the IoT users’ transmission latency requirement. To improve task processing and data retrieval performance, we proposed a quantum DRL algorithm to exponentially increase the processing efficiency to obtain a stochastic optimal policy for high-dimensional state-action spaces in time-varying wireless channel conditions. The numerical results demonstrated that the proposed algorithm converges faster and achieves better energy efficiency performance in various MEC-enabled IoT scenarios compared to conventional algorithms.
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